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Abstract—Most multi-energy system (MES) optimization
frameworks employ a single- or multi-node approach for balanc-
ing the respective commodities and do not accurately represent
the physical behavior of energy grids that exert a major impact
on optimal MES design and operation. This paper presents
the integration of power flow equations into our open-source
energy system optimization framework COMANDO. To this end,
three power grid representations are implemented, including
the nonlinear AC power flow equations. In an illustrative case
study, we compare the optimal design of a small MES with
integrated AC power flow equations to the design resulting from
the conventional single-node approach. In both cases we consider
operation with intertemporal constraints. The results exemplify
that accounting for AC power flow can significantly impact both
the sizing of energy system components and the system operation.

Index Terms—multi-energy system, optimization, load flow,
power grids, reactive power control

I. INTRODUCTION

In recent years, research focus has shifted towards the
integration of different energy commodities into multi-energy
systems (MESs), as such systems have shown huge poten-
tial to improve the economical, technical and environmental
performance compared to their independent counterparts at
both the design and operational level [1]. MES optimization
frameworks mostly aggregate the grid to one or few nodes
per commodity at which demand and generation are balanced.
Such aggregation is applied to large-scale MESs (see, e.g.,
[2]-[5]) as well as microgrids (see, e.g., [6], [7]). This sim-
plification is in stark contrast to power flow equations that
model the flow of electric power between grid nodes in an
interlinked system. Solving the power flow equations under
consideration of the optimal system state while satisfying
grid constraints such as limits for transmission lines, voltage
magnitude, phase angle and reactive power generation is called
optimal power flow (OPF) [8], [9]. To include the power flow
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formulation in design and operational optimization of MESs,
the nonlinear power flow equations are typically simplified
for computational tractability reasons, e.g., resulting in linear
DC power flow equations in case of transmission grids (see,
e.g., [10], [11]). Linearized power flow equations have also
been combined with nonlinear AC power flow equations for
energy system design and operation in a successive manner
[12], i.e., the results of a first operational optimization with
linearized power flows are given to MATPOWER [13], which
subsequently solves the nonlinear AC power flow equations
based on the Newton-Raphson algorithm. MATPOWER [13]
is a MATLAB-based open-source project solely focusing on
static AC and DC power flow simulations and their opti-
mization. Similarly, the Python-based package Pandapower
[14] targets modeling, analysis and optimization of power
systems. PyPSA [15], another Python-based package, extends
AC optimal power flow calculations to connected time series.
Furthermore, it allows operational optimization of power grids
coupled with other energy sectors. None of the mentioned
tools, however, allows for MES design optimization.

In this paper, we integrate three different power grid model-
ing approaches, including the nonlinear AC power flow equa-
tions, into our open-source energy system optimization frame-
work COMANDO to enable MES design optimization and
operation considering power grid restrictions. COMANDO is
a component-based MES optimization tool that allows flexible
modeling using nonlinear and differential-algebraic equations
[16]. The integration of AC power flow equations into the
optimization framework is achieved by introducing a new
electric bus model, a new generic branch model to represent
cables, power lines or transformers, and by making some
minor adjustments to existing component models as outlined
in Section II.

In Section II, we further describe the power grid modeling
within COMANDO. In Section III, we consider an illustrative
case study to demonstrate MES design optimization based on
AC power flow equations under consideration of intertemporal
constraints. By comparing the obtained optimal design to a



design resulting from the conventional single-node approach,
we highlight the effects grid restrictions can exert on the
sizing of components and the operational strategy. Section IV
concludes our work.

II. POWER GRID MODELING

Apart from the strongly simplifying single-node approach,
electric power systems can be represented as networks of buses
which are connected by branches, e.g., cables, transmission
lines or transformers. Within the COMANDO framework,
we implemented electric buses as subsystems of the overall
system to which the relevant electrical components are added.
Each branch is represented as a component that receives
two connected buses as inputs. The branches contribute flow
terms to the balance equations at each bus. One or several
energy system components are connected to each bus. The
overall power system thus consists of electric buses and the
interconnecting branches.

There are various formulations for modeling power flow
[17], also known as load flow, of which we implemented
both the AC and the DC power flow in the branch flow
formulation as well as the network transfer capacity (NTC)
representation. The NTC approach represents a simple multi-
node model which limits the power transfer between two nodes
via branches. It is often utilized to plan the power flow between
market areas within transmission networks [18]. However, it
does not represent the natural power flow given by the ratio of
the admittances as the NTC branches are solely characterized
by capacity limits. The DC power flow linearizes the AC
power flow equations in (1) and (2) by neglecting grid losses,
assuming a uniform voltage level at all nodes and linearizing
the sine and cosine terms using the small-angle approximation.
The DC power flow equations approximate the real power
transfer for transmission level networks quite precisely, while
neglecting the reactive power flows [19].

For AC power flow, each electric bus has an associated
voltage phasor which can be described by its magnitude
U; and phase angle ;. Similarly, the apparent power is a
complex value described by the power angle ;. Its real and
imaginary parts correspond to the active power P; and the
reactive power (J; which are determined by the exchanged
values of the connected components. The respective sign of
P, and @); determines whether power is injected or consumed.
We incorporate the AC power flow equations in the branch
flow formulation. The so-called generalized II-branch model
[9] is implemented, which can represent transmission lines,
cables, and transformers. The transfer of active power P and
reactive power (Qj, across the branch connecting buses ¢ and
k is determined by [20]:

Py = (aikUi)2 gix — aiUiUxgik cos (Gix + ¢ix)

. D
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In (1) and (2), 0y = 6; — Oy represents the phase angle
difference between two buses. Analogously, gjx is the line
conductance and by is the line susceptance, bisfj is the shunt
susceptance, ajx and ;i represent the voltage tap ratio and
tap changer phase shift of the transformer, with default values
of ajx = 1 and ¢jx = 0 for non-transformer branches. The
quantities are described in the per-unit system, which ex-
presses the electrical quantities as a ratio of the actual quantity
to a reference value (see, e.g., [9]). The physical limitations
of the power grid are included in the optimization problem
as limits for the transferred current across the branches and
as reactive power limits of the generators. Furthermore, the
voltage magnitude is constrained within 0.9 pu < U; < 1.1pu
and the phase angle within —30° < 6; < 30° at each bus.

In order to implement the AC power flow equations within
COMANDQO, the quantities and equations for U, 6, P and
@ are introduced, characterizing the electric bus model. Fur-
thermore, existing component models are modified such that
components that produce or consume active or reactive power
contribute to the respective active and reactive power terms of
the connected buses. At each electric bus, the active power
and the reactive power are each balanced by an equality
constraint consisting of the active and reactive power flow of
the connected component and the respective flows assigned to
each connected branch as formulated in (1) and (2).

III. CASE STUDY

Our case study is an illustrative multi-energy system with
the commodities electricity, gas and heat, with the Ilatter
two being balanced via the single-node approach. A sketch
of the MES including the single-line diagram of the 4-bus
power system is shown in Fig. 1. Note that this case study
does not fulfill the simplification requirements of the DC
approach, which is only applicable to transmission networks.
Furthermore, the NTC approach does not represent the natural
load flow, but the power can choose its path independently
within the branch capacity limits. For the power system
representation, we therefore solely focus on the comparison
between the conventional single-node approach and the newly
integrated AC power flow formulation.

A. Setup

The MES contains two loads, namely a supercomputer
(SC) connected at bus 2 and several office buildings which
are connected at bus 4 at 400 V. Bus 4 is connected to the
remaining system, which is operated at 10kV, at bus 3 via
a three-phase transformer. With the goal of enabling grid-
isolated operation of the MES, a photovoltaic (PV) plant and
a combined heat and power (CHP) plant should be built at
bus 1 and 3, respectively. The thermal storage (TS) has a
storage capacity of E.x = 1.30MWh and the boiler (B)
has a nominal output capacity of P,o, = 5.1 MW. The
underground cable between buses 1 and 2 has a current rating
of I, = 145 A, whereas for the other two cables I, = 320 A.
The ratio of electrical and heating power generation for the
CHP plant varies with the part-load but cannot be adjusted
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Figure 1. Multi-energy system including the commodities electricity (yellow),
heat (red) and gas (green). A combined heat and power (CHP) plant and a
photovoltaic (PV) array are to be installed and sized. Office buildings and
a supercomputer (SC) must be supplied. A boiler (B) and a thermal storage
(TS) already exist. The power grid consists of four buses with interconnecting
branches, with a thinner cable between buses 1 and 2.

freely. Any excess of usable heat may be rejected via the
exhaust of the CHP instead of being utilized.

Besides meeting the reactive power consumption of loads
and branches, the supply of reactive power is responsible for
keeping the node voltages within their operating range. As its
transfer across large distances is not favorable, local reactive
power supply is crucial for voltage stability [21]. In contrary
to a local power plant control which controls the reactive
power solely depending on the local voltage measurement, a
centralized coordinated control considers the optimal operation
of the whole MES for the reactive power supply [22]. Such
systematic control approach will be an important task for
future power grids, especially on the distribution level. In this
case study, it is assumed that the CHP plant and the PV array
are controlled by a centralized instance.

Depending on the system requirements, the two power
plants can adjust their reactive power supply within a certain
range of their power factor cos ¢, which is defined as the ratio
of active power to apparent power. Subject to the respective
active power generation at each time step, the range of the
reactive power for the CHP plant and PV array are

—0.329 Pcup < Qcup < 0.75 Pcup, and €)]
—0.484 Ppy < Qpy < 0.484 Ppy, )

respectively, which are equivalent to the power factor range
for the CHP plant of cos ¢ €[0.95¢ap, 0.8ina] and for the PV
array of cos ¢ €[0.90cap, 0.90i,4]. Positive values represent in-
jection and negative values represent consumption of inductive
reactive power.

The supercomputer at bus 2 has a constant power demand,
whereas the office buildings at bus 4 have a time-varying
power and heat demand. The reactive power demand of the
office buildings and the SC is determined dependent on the
active power consumption such as ¢ = 0.329P, which is
equivalent to a fixed power factor of cosp = 0.95;,4. Heat
demand and power demand profiles as well as the power factor
(bounds) are based on aggregated data of comparable buildings
on the campus of Forschungszentrum Jiilich.

The year was clustered into eight representative days, with
24 time steps of a constant length of A7 = 1h per day and
weights wgq accounting for the number of days assigned to
each cluster. The solar irradiance used for the clustering is
taken from [23] for the location Jiilich, Germany, in the year
2019 based on [24]. Together with the days of maximum and
minimum peak irradiance, the resulting ten representative days
are used as operational scenarios in the design optimization.
The objective of the design optimization is to determine the
nominal size of the PV array (in MW .x) and the CHP plant
(in MW¢,) in a cost-optimal manner. For this purpose, we
consider the total annualized costs C'rac, given as

CVTAC = CI fann + Cﬁx + Cvah (5)

where the costs for overall investment (I), annual fixed (fix)
and variable (var) operating costs are considered and fan,
represents an annualization factor of approximately 0.065/a,
corresponding to an assumed lifetime of 30 years and an
interest rate of 5%. The three cost terms are expressed as

s 0.9

Ct = Cret (T3re7) - ©)
Oﬁx = Cfix CIa (7)
Cyar =

Cvar Y Wa Y 0at AT, ®)
d t

where for each component, s is the nominal size and og; is
the value of an operational quantity for a given representative
day d and time-step t. In the considered case study, the
contributions according to (8) are from the CHP plant, the
PV plant and the gas grid, with the operational quantity og
referring to the electrical output of the CHP plant and PV
array, and the consumed amount of gas, respectively. The
quantities Cref, Chx, and ¢y, have component-specific values,
given in Tab. L.

Table T
COST COEFFICIENTS FOR THE COMPONENTS BOILER (B), COMBINED HEAT
AND POWER (CHP) PLANT, GAS GRID (GAS) AND PHOTOVOLTAIC (PV)
PLANT. NOTE THAT THE BOILER IS CONSIDERED TO BE PAID OFF AND ITS
FIXED COSTS REFER TO ORIGINAL INVESTMENT COSTS OF 2.16 M€.

Component  Cree[ME€]  cax[%]  cvar [€/(MWh)]
B - 14 0
CHP 1.183 35
Gas - 0 45
PV 0.862 1.7 0.5
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Figure 2. Results of the active power and the heat for the optimization with the single-node approach (left) and with the integrated AC power flow (right):
Positive values represent generation and negative values represent demand for the photovoltaic (PV) array, combined heat and power (CHP) plant, thermal
storage (TS), boiler, supercomputer (SC), office buildings (Offices) and losses. The active power is depicted together with the maximum possible PV (PVmax)
output (top) and the heat is depicted together with the state of charge (SOC) of the thermal storage (bottom).

The problem formulation distinguishes between design and
operational variables. The design variables are the size of
the CHP plant, Py . .cup, and of the PV array, Ppaxpv.
The operational variables are listed in Tab. II. The MES
optimization model with integrated AC power flow equations
has 19 operational variables per time step and per scenario,
leading to a total of 4562 variables. All optimizations are
performed on a 2.8 GHz Intel Core i7-4980HQ CPU with
16 GB of RAM using IPOPT 3.12 [25] with default settings.

B. Numerical results

The results displayed in Tab. III are local solutions. They
were obtained in approximately 15s for the single-node ap-
proach and 30s for the AC power flow approach. It can be
noted that the PV array is sized considerably larger in the
single-node approach than with the AC power flow equations,
whereas the CHP plant sizes match more closely.

The corresponding operational schedules for the ten repre-
sentative days are shown in Fig. 2. Note that positive values
correspond to supply and negative values to demands and
losses, respectively. The active power from the larger PV array
is completely used in the schedule of the single-node approach,
apart from day 132 around noon where the generated power

of the PV array slightly exceeds the power demand of the
overall system. If the power grid is modeled with integrated
power flow equations as shown in the right part of Fig. 2, the

Table 11
OPERATIONAL VARIABLES FOR BOILER (B), COMBINED HEAT AND POWER
(CHP) PLANT, GAS GRID (GAS), PHOTOVOLTAIC (PV) ARRAY, THERMAL
STORAGE (TS) AND POWER GRID (PG). THE INDEX ¢t DENOTES THE TIME
STEP AND THE INDEX s DENOTES THE SCENARIO. NOTE THAT Dgag
REPRESENTS THE QUANTITY OF GAS DEMANDED, () STANDS FOR THE
HEAT FLOW, WHEREAS () REPRESENTS THE INJECTED REACTIVE POWER.

Component Single-node AC power flow
B Qout,t,s Qout,t,s
CHP Qout,t,& Qheat sink,t,s Qout,t,s, Qheat sink,t,s» Qt,s
Gas Dgas,t,s Dgas,t,s
PV Py s Py s, Qs
SOCys, SOC4s, SOCys, SOC4s,
TS . . . .
Qin,t,s’ Qout,t,s Qin,t,Sv Qout,t,s
UB1,t,5 OB1,t,s» UB2,t,5
PG - 0B2,t,s» UB3,t,s> UB3,t,s5

UB4,t,s» UB4,t,s
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Figure 3. Results of the reactive power for the optimization with integrated
AC power flow. Positive values represent generation and negative values
represent consumption of inductive reactive power for the photovoltaic (PV)
array, combined heat and power (CHP) plant, supercomputer (SC), office
buildings (Offices) and losses.

PV output is curtailed during hours of high solar irradiance.
The reason for this curtailment is the cable between buses 1
and 2 which would otherwise be overloaded due to the ratio of
the respective branch admittances. Compared with the single-
node approach, the optimization including the integrated AC
power flow equations therefore results in a smaller designed
PV array. The ohmic losses on the cables are included in the
AC power flow equations as shown by the purple section in the
top-right part of Fig. 2, in contrast to the single-node approach.
The losses and the smaller sized PV array are the reasons for
the slightly larger CHP design. Due to the higher feed-in of
the PV array in the single-node design, the power and thus
the heat output of the CHP is reduced during sunny days,
leading to a more active boiler to supply the heat demand of
the buildings.

The reactive power balance resulting from the optimization
with integrated AC power flow equations is shown in Fig. 3.
Once the limit of the cable between buses 1 and 2 is reached,
the reactive power injection abruptly changes from supplying
to consuming inductive reactive power, as it can be seen

Table I
OPTIMIZATION RESULTS: COMBINED HEAT AND POWER (CHP) PLANT
SIZE (IN MWy}, ), PHOTOVOLTAIC (PV) ARRAY SIZE (IN MW ,ca10),
DESIGN, OPERATIONAL AND TOTAL COSTS FOR THE SINGLE-NODE
APPROACH AND WITH INTEGRATED AC POWER FLOW.

Parameter Single-node  AC power flow

Size of CHP plant 5.15MW 5.25MW
Size of PV array SMW 581 MW
Design and fixed costs 1.01M€/a 0.90M<€/a
Variable costs 490M€/a 524M€/a
Total costs 59IM€/a 6.14M€/a
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Figure 4. Line utilization and node voltages based on AC power flow in the
hour of maximum solar input (day 132 at noon). Positive values represent
generation and negative values represent consumption of direct power P (in
MW) and inductive reactive power @ (in MVAr), respectively. Left: AC power
flow based on the single-node design and operation. An additional slack bus
supplies the losses of the power grid which are not considered in the single-
node approach, as well as additional reactive power required to maintain the
combined heat and power (CHP) plant and photovoltaic (PV) array within
their limits for reactive power generation. Right: AC power flow based on the
design and operation with integrated AC power flow equations.

for six scenario days. The sudden change in the reactive
power injection is caused by the cost-optimal maximization
of the active power transfer across the cable. By consuming
inductive reactive power, the PV array compensates reactive
power locally. This allows for the maximum transfer of active
power across the cable and therefore supports minimizing the
reactive power transfer in the power grid.

Fig. 4 shows the line utilization at noon on the day of
maximum solar irradiance (day 132) as determined by an AC
power flow calculation. The right side shows the results for
the design obtained with integrated AC power flow equations,
while the left side shows the hypothetical line utilization for
the active power injections of the CHP plant and PV array
from the results of the single-node optimization. It can be
seen that for the power flow results based on the single-
node approach, branch 1 is heavily overloaded as indicated
by the bright red color. For the CHP plant and PV array,
active power and voltage magnitude are fixed to the values
from the single-node optimization, while reactive power and
phase angle are determined by the power flow. As the reactive
power supply depends on the active power supply within the
grid connection requirements, the PV array consumes almost
its maximum inductive reactive power to keep its voltage
magnitude. The CHP plant, however, is not able to inject
any reactive power due to its lack of active power supply.
In reality, the system would therefore lack reactive power. For
the power flow calculation, we connected an external slack
bus to bus 3 which consequently supplies the missing reactive
power demand of the loads, the PV system and the feeders. In
addition, the slack bus also provides the active power losses
of the interconnecting branches which are not considered in
the single-node approach.



In brief, the line utilization based on the single-node ap-
proach optimization results in an overloaded branch and a
deficit in reactive and active power supply. However, in the
AC approach capacity limits are considered explicitly and thus
upheld for all branches. Moreover, the reactive power for local
voltage control can be fully supplied. The reason for the cable
between buses 1 and 2 not being overloaded is the smaller
size as well as the curtailment of the PV array. These results
show that not considering grid restrictions of the power system
can lead to significantly overloaded cables for the operation
of MESs.

In summary, the results show that the impact of grid
restrictions on MES design and operation can be substantial.
MES design without consideration of power flow equations
might result in suboptimal sizing of components and thus
leads to economic losses. Even more importantly, the MES
operation without explicit consideration of the power grid
may lead to overloaded cables and possible power outages.
Therefore, the integration of AC power flow equations in
the design optimization is desirable. Furthermore, reactive
power compensation for voltage stability can be indicated and
planned.

IV. CONCLUSION

We present an integration of power grid restrictions into our
MES optimization framework COMANDO. We demonstrate
the effects of integrating AC power flow equations by compar-
ing the resulting optimal design to the design resulting from
the conventional single-node approach. In the considered case
study, the single-node approach leads to an oversizing of the
PV array of 38 %. This would result in a 56 % overrated cable
during hours of high solar irradiance and thus the curtailment
of the oversized PV array. Therefore, we recommend explicitly
considering power flow equations in MES design optimization
if grid restrictions may be a bottleneck.

Applying the COMANDO framework to design optimiza-
tion of the power grid itself, e.g., by deciding where to lay
new cables of which capacity or by sizing the interconnecting
branches, would be a straight-forward extension of the illus-
trative case study considered here. In future work, the authors
would like to extend COMANDO with similar, more advanced
grid representations for gas and heating networks. This would
enable design and operational optimization of power grids
with coupled heat or gas grids on a campus or district level.
Perspectively, for future power grids, the identification and
placement of reactive power compensation systems for voltage
stability of distribution networks is an important task that
could be addressed within the proposed framework.
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