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ABSTRACT

Data harmonization and documentation of the data processing are essential prerequisites for enabling 
Canonical Analysis Workflows. The recently revised Terabyte-scale air quality database system, which the 
Tropospheric Ozone Assessment Report (TOAR) created, contains one of the world’s largest collections of 
near-surface air quality measurements and considers FAIR data principles as an integral part. A special 
feature of our data service is the on-demand processing and product generation of several air quality metrics 
directly from the underlying database. In this paper, we show that the necessary data harmonization for 
establishing such online analysis services goes much deeper than the obvious issues of common data formats, 
variable names, and measurement units, and we explore how the generation of FAIR Digital Objects (FDO) 
in combination with automatically generated documentation may support Canonical Analysis Workflows for 
air quality and related data.

1. INTRODUCTION

Canonical workflows consist of automated workflows or workflow fragments which allow for reusability 
of these snippets in different contexts. The development of re-usable workflows and software for scientific 
data analysis depends on re-usable data, which must be well enough described and standardized to 
ensure reliable and meaningful analysis results [1]. As workflows rely on a modular structure, concepts 
such as FAIR Digital Object (FDO) [2] and Research Object (RO) [3] can bring FAIRness to every piece of 
a workflow’s outputs.
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In the field of global air pollution research, observational data are usually gathered by national and 
regional repositories operating under different legal frameworks and thus with different requirements 
concerning data formats, metadata standards, and quality control. In addition, research institutions around 
the world provide data to research repositories, which operate under varying funding levels and provide 
data at different curation levels. While there have been attempts to standardize air quality data (for example, 
through an air quality community of practice of the Group on Earth Observations (GEO) or a task team on 
atmospheric composition vocabulary of the World Meteorological Organisation (WMO)), no community-
wide standard has emerged from these activities, presumably because air pollution is widely regarded as 
a local to regional scale problem and there are few incentives to harmonize data on a global level.

These circumstances describe the status quo in air quality data, when the TOAR activity started in 2013. 
TOAR is a global research effort to analyze the spatial distribution and temporal trends of ozone in the 
lower ~10 km of the atmosphere (i.e. the troposphere) and to provide data for assessing the impacts of 
ozone on human health, vegetation, and climate [4]. A basic element of TOAR phase I was the central 
database at Forschungszentrum Jülich and the infrastructure around it. The first phase of TOAR was concluded 
in 2019 with the TOAR Accomplishment Report [5] and a special issue of the Elementa: Science of the 
Anthropocene journal [6]. The second phase of the activity started in 2020 and is currently under 
development.

A major asset of TOAR is the unprecedented collection of harmonized observations of ground-level air 
pollution [7]. The TOAR-I database has assembled worldwide ozone observations from 15 different global, 
regional, and national monitoring networks, which together with data contributions from over 40 individual 
research groups comprise around 13,000 multi-year time series at ~7,000 independent measurement 
locations on all continents. The TOAR-I database is freely accessible via a graphical user interface [8] and 
a Representational state transfer (REST) API [9]. The REST API provides full access to all information in the 
database and has a variety of statistical aggregations built-in so that it is possible to construct standardized 
workflows for the analysis of global tropospheric ozone data. A few examples of such workflows have been 
made available on a git repository [10].

In TOAR phase II we have revised the database schema to further enhance FAIRness of this global air 
quality data holding and to align the TOAR data services with principles defined by the RDA [11] and 
EOSC-hub [12, 13]. The redesign of the TOAR data infrastructure also includes further standardization of 
the web services for data analysis and automated data quality control tools. These will lay the foundation 
to add more sophisticated workflows to the repository.

In this paper, we focus on two important, indispensable and inseparable prerequisites for workflow 
sharing: data harmonization and documentation. Canonical workflows need standardized data objects to 
be reusable in different contexts. The preparation of FDOs requires much more data harmonization and 
documentation than the obvious issues of common data formats, variable names, and measurement units 
might suggest. Besides the necessary semantic translations of quite different metadata descriptions different 
ways of dealing with data quality are particularly relevant in this regard. A common understanding of 
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metadata and data quality, a prerequisite for data re-use, can only be achieved through establishing a rigid 
workflow for the data harmonization accompanied with automatically generated documentation. It is the 
primary goal of the TOAR-II database to provide trustworthy data to its users while preserving all possibilities 
for new scientific analyses. In the following, we describe a typical use case of the TOAR database from a 
user’s point of view (section 2) and the resulting data harmonization and data quality control on our side 
(Section 3). Section 4 describes some analysis workflows for TOAR data, developed during TOAR phase I. 
It also discusses the challenges of FDO generation for TOAR data in phase II. Section 5 gives a general 
summary and draws conclusions.

2. A USE CASE BASED ON THE TOAR DATABASE

An urgent question of our time is the analysis of the global surface ozone trend, as ozone is an air 
pollutant dangerous for humans and plants [14]. To provide scientifically sound answers to this question, 
some prerequisites on the data and the analysis tools must be met.

First, surface ozone measurements are available as time series at globally distributed stations. These time 
series must be long enough (covering more than 20 years) to allow for a statistically meaningful trend 
analysis. The data quality must be known so that specific time series can be selected or excluded from 
analysis as needed. A high temporal resolution (hourly) of the measurements, as well as a good global 
distribution of the stations are also required to derive general statements from the analysis.

Second, to assess the health and vegetation impacts of ozone, software is needed that calculates specific 
statistical metrics from the time series [15, 16, 17] and returns the results in a suitable form so that further 
evaluations can be carried out.

With the operational version 1 of the database of TOAR phase I, in the following referred to as TOAR-I 
database, and its associated web services a major part of the requirements listed above is already fulfilled: 
On the one hand, it is possible to quickly find suitable time series in the database, as the database provides 
rich metadata that can be filtered for. On the other hand, the REST API allows the calculation of a wide 
range of metrics on any interval of a time series. The result is provided in either json or csv format. Thus, 
users can perform the exact same calculations on every single time series without having to go through a 
major effort of collecting their own data and ensuring consistency within this collection as well as with 
other studies. The TOAR REST API can easily be integrated in user-specific analysis workflows, for example 
in Jupyter notebooks.

As long as the data in the underlying database are not changed, repeated calls to the same TOAR API 
endpoint will always generate the same response and return the same dataset. When new data are added 
to extend the time series in the database, REST API calls without a specified date range will automatically 
allow for an updated trend analysis. However, there is no mechanism in version 1 of the database that 
would allow the users to easily identify modified time series, for example after a data provider has sent us 
new files as a result of measurement re-calibrations or due to other circumstances. Furthermore, any 
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modifications applied to original data as a result of the data harmonization and quality control procedures 
are not visible to users. Therefore, in version 1 of the TOAR data services, we cannot fully ensure 
reproducibility of results and the re-use of data may in some cases be limited because of incomplete 
documentation.

Addressing these issues in the re-design of the TOAR database can be motivated by the goal to enhance 
FAIRness. However, it is intriguing to investigate the impacts of these factors in the context of canonical 
workflows. This is the main objective of this paper.

3. DATA HARMONIZATION

As basis for the use case of a globally consistent trend analysis described above, the data from multiple 
sources needs to be harmonized and sufficiently equipped with metadata. In the new version of the TOAR 
database all data undergoes a clearly defined harmonization and documentation process before it is added. 
The overall process is automated to a high extent (Figure 1). 

Figure 1. TOAR-II data ingestion workfl ow.

We established a common approach for data ingestion to ensure that data from different sources is 
handled in a defined and equal way and that all potential modifications are recorded in a provenance log. 
As far as possible, these steps are carried out automatically. Besides allowing for standardized documentation 
this automation prevents human processing errors, enables us to process huge datasets with acceptable 
effort and prevents the loss of information during the processing. In particular, the data harmonization 
reformats the data for its ingestion in the database. Clear rules are defined how the submitted metadata is 
mapped into the metadata schema used by the TOAR database (discussed in detail below). By harmonizing 
the very complex data in a rigid framework it is possible to automate the complex step of inserting data 
into the database, and thus allow users to understand how the data and metadata were generated. In 
addition to this data processing documentation, data quality reports and summary statistics are produced 
from the harmonized data to facilitate the selection of suitable data for the user’s analysis. Workflows using 
this data benefit from the uniform data, metadata, and access schema.
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3.1 Metadata

The structure of the database [18] has been set up to enhance data documentation especially with respect 
to traceability and provenance. Metadata standards such as ISO-19115 [19] (Geographic Metadata 
Information) build the basis for the TOAR-II database metadata catalogue. By blending controlled vocabulary 
and ontologies based on existing standards with less constrained full-text fields we are able to preserve 
any metadata supplied to us without the need to reach a broad community consensus about metadata 
standardization. Wherever possible suitable standard vocabulary is used, e.g., IPCC climate regions [20], 
MCD12C1 land cover [21], or ISO-3166 country codes [22].

One aspect of the TOAR database that substantially contributed to its adoption by the research community, 
is the augmentation of provider metadata with globally consistent information derived from multiple Earth 
Observation data products (see [7] and [23] for details). This adds additional context to the description of 
measurement locations and thereby enriches the analysis possibilities.

In the data harmonisation workflow we, for example, collect the station metadata to give a precise 
description of the station and its location consisting of codes, name, coordinates, country, state, coordinate_
validation_status, type_of_environment, type_of_area, category, timezone, and additional_metadata. The 
WIGOS metadata elements category 3 for station/platform [24] build the basis for it. We make sure that all 
metadata fields contain reliable values, e.g. the coordinates are validated with the help of an external 
geolocation service and indicated by extra metadata items, and the information is consistent with the given 
country or type of area. If metadata is given by a data provider, lookup tables are created in close consultation 
with the provider to map the received metadata to the TOAR-II database schema. The data ingestion 
workflow automatically writes a processing log that is kept with the original data, while later changes made 
to data in the database automatically result in a log message that is inextricably linked to the data and 
metadata in the database.

All additional metadata supplied by a provider is preserved and stored in the additional_metadata field 
in a json structure. In this way, data is available through standardized access methods, but the provider’s 
own extensions can use different attributes.

Given the long-term vision of the TOAR data infrastructure, the challenge is to maintain content and 
understandability in case of changes in the vocabulary. Those might occur for example when countries split 
or join and new countries are established. To accommodate for such changes, we introduced versioning 
of the controlled vocabulary and preserve this information with the metadata. This allows for correct 
interpretation of outdated vocabulary even after decades.

3.2 Data Quality

To enable canonical workflows data must be of known and documented quality. We strive for a high 
and unified standard so that users can trust the data they receive no matter where it initially came from.
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Data quality is a complex topic. There are many different views about what constitutes “good quality” 
data and this definition may depend on the application. That leads to the issue that even though most data 
we receive in the TOAR data infrastructure has already been quality controlled by the provider there are 
still varying degrees of quality.

To harmonize the data quality, we employ automated tests of different granularity using statistical methods 
and heuristics, which assign a score for each data point. Those scores are then translated into categorical 
data quality flags. They reflect our data curation procedures and document the data quality assessment 
of both the original provider and the TOAR data centre. Due to the naming convention of the data quality 
flags in the TOAR-II database, users can easily see the quality status of all the data in the TOAR database 
and can refer to data with different quality levels in their analyses. The TOAR data quality control tool 
(published as Python package toarqc on gitlab [10]) can also be used on its own with different time series 
data and threshold values for the individual statistical test. This allows for usage in different workflows.

4. CANONICAL ANALYSIS WORKFLOWS AND THE TOAR DATABASE

The use case presented in section 2 shows the importance of data harmonization to ensure a known 
data quality and re-usable metadata for workflows within a specific scientific community. Canonical 
workflows, on the other hand, aim at re-using workflow elements in different contexts. This means that the 
TOAR workflows should be modular and sufficiently generic. In the following we discuss to what extent 
this can be achieved with help of the FDO and RO concepts. Conversely, we also consider the possibility 
to adapt other existing workflows to the analysis of TOAR data. 

The concept of canonical workflows relies heavily on the use of persistent identifiers (PIDs) for saving 
and reproducing entire workflows or workflow elements. A particular challenge of working with TOAR data 
(and other atmospheric monitoring data) is the continuous extension of the data series as time progresses. 
As described in section 2, researchers will often want to repeat an analysis with the extended data rather 
than reproduce the exact same results which they obtained previously. Here, canonical workflows are used 
in two different contexts [25], which will be explained below.

While there are no standardized workflows using TOAR data yet, which could be labelled canonical, 
there is a relevant use case, which was developed in phase I of the TOAR activity, namely the analysis of 
health impact metrics for the 2017 Global Burden of Disease assessment [13]. This example prompted the 
development of new concepts to enhance FAIRness and create FDOs within the TOAR-II database and data 
service infrastructure.

The measures described in section 3 to harmonize the air quality data facilitates the definition of FDOs, 
from which canonical workflows can benefit. However, we still see a need for discussing the details for 
reproducibility of workflow results, which is not the subject of this study.For the TOAR database we intend 
to use a Research Object (RO). For this RO, “RO-Crate” could be a suitable tool for its management, as it 
is easy to implement and developed natively for Python [26]. The RO represents an aggregation of FDOs. 
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Such an FDO, in turn, includes the data together with its metadata, the link to the Git branch ID of the 
codes used to process this data, as well as the data storage location of the raw data [27]. This FDO has a 
unique PID [28] and is immutable. Its contents are traceable and reproducible [2].

Since the TOAR database is constantly growing and changing, it is important that this behavior can be 
mapped by the RO to provide TOAR data that is usable in canonical workflows.

Aside from some data which are automatically retrieved in near realtime, the majority of TOAR data is 
sent to us in (annual) batches on an irregular basis and inserted into the database. Thus, we propose that 
each of these data deliveries be created as an FDO after the harmonization and quality control has been 
completed and the data has been added to the TOAR database. This new FDO is registered with the 
database RO, which means that the RO and the database reflect the same state again.

Because the RO has an immutable PID, users can save their database requests and use the result to reuse 
existing workflows without further modification to repeat analyses on extended data sets.

As new sets of FDOs are created over time, the RO will be updated with a pointer to the latest FDO 
and associated data while earlier FDOs remain accessible. In this way, the user is also given the opportunity 
to repeat the workflow on any snapshot of the database in the past by adapting the query to the RO. 

It is important to point out that even though the RO concept allows for data aggregation that is growing 
incrementally over time, it is crucial to define the authority regarding the mutability and the authenticity 
of the RO, i.e. the institution who decides about versioning of the data and solves possible conflicts. 
A discussion on how such RO-crates can be used in canonical workflows can be found in [29].

5. CONCLUSION AND FUTURE WORK

The TOAR data infrastructure presents a relevant and interesting terabyte-scale use case for exploring 
FAIR data principles and canconical workflows in a dynamic setting with high demands on traceability and 
reusability. In this paper we discussed the challenges of harmonizing and documenting many different air 
quality and meteorological time series to allow for globally consistent analyses of ozone air pollution trends. 
To further enhance the re-use of TOAR data and enable reusable workflows, we have developed a concept 
how FDOs and ROs can be integrated into the TOAR data infrastructure. Given the large amount of domain 
knowledge which is necessary to harmonize incoming data and make informed use of the air quality data 
stored in the TOAR database, it remains to be seen to what extent our workflows can be modularized and 
generalized so that other communities might benefit from the TOAR developments. Nevertheless, it appears 
sensible to develop the technical foundation for allowing canonical workflows through the creation of ROs 
as described in Section 4.

Adopting the Canonical Workflows for Research (CWFR) concepts will primarily enhance the consistency 
and documentation of the workflows employed within the TOAR initiative, although some steps of our data 
ingestion process can be easily transferred to other types of environmental data and perhaps even to data 
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from other disciplines. For example, our data quality control tool can be adopted to processing a large 
variety of time series data as the statistical tests and the order in which they are performed can be flexibly 
configured. Another element which could be adopted by other research communities dealing with geospatial 
data is our concept for extracting point information through web processing of a variety of Earth Observation 
data and use this information to enhance the metadata in the TOAR database. 

CWFRs are a promising concept, and some common workflows, such as calculating averages on time 
series data, can be done well. However, we observe that there are many special analysis procedures 
associated with atmospheric data, which often differ in relatively small details, for example by considering 
a certain piece of metadata information or not. This makes it hard to generalize and re-use existing workflows 
for other purposes, since no common metadata standard for atmospheric data exists yet. The better a 
workflow is documented, and the more standardized elements are used, the easier it will be for the user 
to exchange elements, in the best case from a library of canonical workflows. Therefore, the technical 
introduction of such standardized elements for the TOAR database is a decisive step in making workflows 
reusable. Furthermore, trust in the provided data is essential and this requires clearly defined and well 
documented procedures for data quality control and assigning data quality flags. The experiences from the 
TOAR database show that data harmonization alongside with documentation constitutes a big step towards 
realizing the potential of canonical workflows at least within the community of atmospheric scientists.
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