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: Open and restricted datasets are available across a
D at a P rOV]_ d e r S wide landscape of data providers. Some providers
place restrictions for privacy and regulatory reasons.
However, bespoke solutions to these challenges are
common, resulting in a heterogeneous experience for
downstream consumers of these data.

Some providers require regular reports in
order to retain access. I 2 e p O rt S

Annual reports often require a summary
of project status: completed, abandoned,
or in progress (with a progress and
outlook statement).
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Improving the health of future generations

Other information is expected to be
communicated in a timely manner and
cannot wait for an annual report: new
publications, project scope change/creep,
and additions or removals from the
access list.
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Datasets that are open access (e.g. OpenNeuro) are

AC C e S S immediately and fully available. Others require an
account and completion of a short form. These are all
relatively low effort.
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Higher complexity can easily become a multi-month
effort. Some providers require:

On project completion, the A request for a specific dataset is ,

. * research scope of all projects
relevant metadata details and made, and access and download B et oV erlean make this costly)
data linked with publication are of the data are coordinated. The y

pushed into a secure, low cost
archive.

] . « institute and campus security policies
data is normalized and structured P e
. : : « campus IRB approval
into modular units, and registered L : )
: . - parallel collaborator applications, with cross-linking
into the institute superdataset.
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Datasets available for download via well-known

D Own]_o ad protocols and APIs offer the most seamless

experience, as DatalLad supports them natively.

Computation and storage of Researchers request project T o th some effort 1o support
derivatives are coordinated specific space on the institute
AL : ResearCheI'S ’ P providers that require custom downloaders and/or non-

through a discovery and infrastructure and seamlessly . . :
selection process to determine obtain any data they are scriptable methods to obtain a file/URL list.
needs and discuss tradeoffs. permitted to access.
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Computational jobs clone datasets and Content is version controlled, greatly simplifying

[ J
retrieve only the data that is relevant to C O mp ut e St O r age M O dul ar 1 Z e tracking and integrating upstream additions, redactions,

the specific job. Outputs are generated, and fixes, in addition to local clean-ups and
and the interesting bits are copied to transformations (such as BIDS).

project-specific storage for inspection.
When the job ends, everything is deleted ( ( When appropriate, data are structured into modular
on the compute node. units, allowing greater granularity for permissions,
<> storage, and access.
Provenance capture enables deletion of N4
derivatives when they're no longer Y An institute superdataset acts as the primary entry
valuable, as they can be reliably [ I I 1 point to all data holdings. It consists of four main
recomputed. — original processed archived containers collections:
/ Research \ 0 O
Cluster = = - original (data, as acquired from upstream)
nput dte ey, @ < < . (proc;essed (deri;/ative data resulting from on-site
1 N~ pre)processing
R A %’ v 0 v G » archived (projects archived according to institute
W v Data and availability information are stored on institute infrastructure where % procedures)
\ Storage / data access is encrypted, password protected, and logged to ensure » containers (computation pipelines set up as
f—a—: compliance with Data Usage Agreements. Credentials are preseeded on the singularity or docker containers)
Si— —» infrastructure, making authentication transparent to users; they can seamlessly

obtain anything they are permitted to access.

Storage dataset representation
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User-facing dataset view
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User-facing representation of results Internal dataset representation in eNKI-RA
after completed processing: tracks the storage: the store contains input
computed results, links input data and data and receives results. It gives NDA
pipeline, and contains actionable process structured access to ownership,
provenance and location information, size, dependencies, and utilization. UKB ...

allowing on-demand file retrieval or . ...

01: access for authorized users only 07: portable media is encrypted or physically secured  13: data redaction 19: antivirus software 25: enforce principle of least privilege
02: ensure users aware of responsibilities 08: no exposure/sharing data publicly 14: data deletion must be complete 20: disable unnecessary services  26: secure remote access

03: establish authentication requirements 09: encryption at rest 15: report security incidents 21: implement security policy 27: implement firewall

04: implement access controls across systems  10: encryption in transit 16: cooperation with audit 22: restrict physical access 28: appoint individual for data security
05: ensure data security 11: control copies of data 17: incident report follow-up 23: log physical access 29: appoint skilled administrator

06: avoid storing data on portable media 12: delete all copies of data upon project completion  18: maintain current OS, firmware software patch levels 24 access logs 30: revoke access for former users
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