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Abstract—The transition to a renewable energy system poses
challenges for power grid operation and stability. Secondary
control is key in restoring the power system to its reference
following a disturbance. Underestimating the necessary control
capacity may require emergency measures, such as load shed-
ding. Hence, a solid understanding of the emerging risks and
the driving factors of control is needed. In this contribution,
we establish an explainable machine learning model for the
activation of secondary control power in Germany. Training
gradient boosted trees, we obtain an accurate description of
control activation. Using SHapely Additive exPlanation (SHAP)
values, we investigate the dependency between control activation
and external features such as the generation mix, forecasting
errors, and electricity market data. Thereby, our analysis reveals
drivers that lead to high reserve requirements in the German
power system. Our transparent approach, utilizing open data
and making machine learning models interpretable, opens new
scientific discovery avenues.

Index Terms—power grid, frequency, control, data-driven,
explainable AI, machine learning

I. INTRODUCTION

Balancing and control is central for the stable operation of
power systems. Secondary control is one of three measures that
are typically installed to enforce the balance between power
supply and demand [1]. While primary control acts within a
few seconds after a disturbance and stabilises the frequency,
secondary control activates fully after a few minutes and
restores the frequency back to its reference value. Secondary
control, also known as automatic Frequency Restoration Re-
serve (aFRR) in Continental Europe, activates automatically
according to the local power mismatch of the control area.
Meanwhile, a lack of control reserves requires costly emer-
gency measures such as load shedding. For an appropriate
reserve sizing and optimal control design we thus need a
precise modelling and a good understanding of the required
aFRR volumes. Furthermore, predicting future aFRR volumes
can be helpful for trading and bidding strategies.
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Association via the Helmholtz School for Data Science in Life, Earth and
Energy (HDS-LEE). This project has received funding from the European
Union’s Horizon 2020 research and innovation programme under the Marie
Skłodowska-Curie grant agreement No. 840825.

Data-driven models have already proven to be excellent
candidates for modelling and predicting aFRR. In the past
years, power system data has become increasingly publicly
available, thus enabling transparent data-driven analysis and
prediction [2], [3]. Koch et al. have used multiple regression
and data analysis to disentangle the German paradox of
increasing renewable penetration and decreasing imbalance
volumes [4]. Similarly, ref. [5] applies a data-driven analysis to
examine the impact of 15 min intra-day trading on imbalances
and control volumes in Germany. Apart from ex-post analysis,
data-driven prediction methods have been developed for the
aFRR market to allow for optimal bidding strategies [6]. From
the perspective of Transmission system operators (TSOs),
data-driven prediction methods have been used to optimise the
dimensioning of aFRR capacities based on historic data [7].
While simple probabilistic methods use parametric models to
estimate the probabilities of power imbalances, more advanced
methods apply Machine Learning to predict system imbalances
from external features [8]. In this context, Artificial Neural
Networks [9], (non-parametric) kernel density estimation and
k-means clustering [10] and LASSO [11] have been applied to
predict aFRR volumes. However, complex Machine learning
models are often hard to interpret and their black-box character
impedes their application in security-relevant areas such as
power system control [12].

Here, we present an explainable ML model for aFRR to
enhance the value of Machine Learning for power system
operation and control. Using publicly available data [13],
[14], we build an ML model for the ex-post analysis of
historic data as well as a day-ahead predictor. We interpret the
model with SHapely Additive exPlanation (SHAP) values [15],
which enable rich explanations of ex-post models as well as
transparent day-ahead predictors. As our case study, we focus
on the German aFRR and demonstrate how loss functions and
data sets have to be adapted for either use case. Our publicly
available data set [16] comprises two years of 15min resolved
data with 85 features from the German and European power
system as well as the corresponding aFRR volumes.

We start in Section II by describing our data collection and
pre-processing procedure as well as the Machine Learning
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model. In Section III, we apply our model for an ex-post
analysis of dependencies and important features in the German
aFRR system. In Section IV, we switch to the day-ahead
prediction of aFRR volumes and demonstrate the impact of
different loss functions and feature sets, before closing with a
discussion in Section V.

II. METHODS

A. Frequency restoration reserve: Markets and data

The design of balancing markets determines the procure-
ment and activation of control power. In Germany, the TSOs
procure their aFRR demand through an anonymous auc-
tion [6], [14]. First, suppliers of aFRR have to fulfil pre-
qualification criteria such as a minimum activation speed to
participate in the auction. As of September 2020, hydro- and
gas-driven power plants represent the largest part (75%) of the
prequalified aFRR capacity [17]. Second, the TSOs tender a
demand for the required reserve capacity and energy, which is
done for all four German TSOs together (grid control cooper-
ation). Then, prequalified parties can sell reserve capacity (in
MW) on the capacity market, which they must hold available.
In addition, a supplier can omit this step and directly bid at
the energy market (in MWh). The energy market determines
the suppliers that actually deliver the balancing energy.

The activation of aFRR depends on the local power im-
balance. The TSOs activate aFRR according to the imbalance
of the control area. The activation is typically proportional
to the integrated imbalance, which is the case for a standard
PI-controller [1]. Suppliers with bids on the energy market
are activated successively starting with the lowest price until
the demand is met. However, the International Grid Control
Cooperation (IGCC) further changes the activated control
volume [14]. The IGCC avoids the activation of counter-acting
aFRR in different countries through an imbalance netting
among the 17 operational IGCC member states in Europe [18].

Both the procurement and activation of aFRR exhibit fixed
time scales and deadlines. The TSOs tender capacity demands
one week ahead and the capacity market closes one day ahead
of delivery, while the energy market closes one hour ahead.
On both markets, aFRR is sold for 4h blocks separately for
negative (downward) and positive (upward) regulation. These
time scales also determine the resolution of the available aFRR
data.

For our prediction study, we used publicly available aFRR
data from July 2019 to July 2021 [14]. We downloaded
tendered capacity demands, which come with a 4h resolution,
and activated aFRR with a resolution of 15min (Fig. 1a).
We used the Germany-wide activated aFRR (in GW) as the
target of our prediction, while the tendered demands only
serve as a benchmark. We note, that the market design during
our period of investigation changed: The energy market was
only introduced in November 2020. Before, both the capacity
price and the energy price were submitted to the day-ahead
capacity market and energy bids with shorter lead times were
not possible.

B. Input features and prediction models

As inputs for our prediction model, we used publicly avail-
able power system features from the ENTSO-E Transparency
platform [13]. The feature preparation included data collection,
aggregation, upsampling and feature engineering.

Following [19], we collected six feature types for Germany
from the ENTSO-E Transparency platform: Day-ahead fore-
cast data for wind and solar power, load forecasts, day-ahead
scheduled generation, day-ahead prices, actual generation per
type and actual load. In addition, we included pumped hydro
consumption and cross-border power flows in this study. The
flows comprise day-ahead and total commercial exchanges and
physical flows. For each flow feature, the in and out flows
between Germany and its neighbours were directly aggregated
into one import-export balance reflecting the total (positive or
negative) flow into Germany.

To model the impact of imbalance netting (IGCC), we
aggregated the features across the other IGCC member states
(excluding Germany). We only included day-ahead forecast
data, since the actual imbalance netting between the countries
should be reflected in the actual cross-border flows. The
aggregation follows the procedure in ref. [19].

In line with the prediction target, we use features with 15min
resolution. The German data mostly exhibits the required
15min resolution, except from day-ahead prices, scheduled
generation and flow variables. These have an hourly resolution,
so that 4 hourly steps were padded with the same value. The
same procedure is applied to IGCC features that often come
with only 1h resolution. Day-ahead load and renewable fore-
casts are treated differently; here we used a linear interpolation
for upsampling for the continuous nature of the variable.

To enhance interpretability, we finally added engineered
features to our input data. For each feature, we constructed
ramps (gradients from time t− 1 to t) and day-ahead forecast
errors. Positive forecast errors indicate an overestimation of
the actual values by the day-ahead forecast. The flows yield
two forecast errors, the day-ahead error between commercial
exchanges and physical flows, as well as the unscheduled flows
(the difference between total exchanges and physical flows).

From this data, we constructed four models containing
different feature sets (Fig. 1b): The day-ahead model contains
only day-ahead available data, the extended model also in-
cludes actual load, renewable generation, physical flows and
thereby forecast errors and the full model that also comprises
actual conventional generation. Conventional generators such
as hydro or nuclear power participate in frequency control
[17], which opens the question whether we can predict the
activated control without including the actual output of partic-
ipating generation types. The fourth model, the daily profile,
predicts the daily mean evolution of the activated aFRR based
on historic aFRR data, without using additional features. We
use a 5th model in Section IV, which is a variation of the day-
ahead model. It additionally contains the day-ahead features
(day-ahead load, wind and solar forecasts, ...) aggregated over
the other IGCC member states.
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Fig. 1. Building an explainable Machine Learning model for activated secondary control (aFRR). (a): Our model predicts the activated amount of positive
and negative aFRR in Germany with a 15 min resolution. We downloaded activated power and tendered power demands from the German TSOs [14], which
is depicted here for one time step in 2021. (b) We considered four different models. A daily profile, only dependent on the historic aFRR, and three models
utilising data from the ENTSO-E transparency platform [13]: a prediction-oriented model using only day-ahead values, an extended model including actual
load, wind/solar generation, physical flows and thereby forecast errors and a full model that also comprises actual dispatchable generation. (c): We trained
and tested these models on randomised train, validation and test sets with data from July 2019 to May 2021. The last two month of the data set served as a
continuous test set for time series forecasting. (d): To explain our model predictions, we used SHAP values, which quantify the impact of each feature on
the model prediction f(x) relative to the expected prediction E[f(x)] (the base value). The figure refers to the prediction of Positive aFRR for the time step
used in panel (a).

C. Model training, evaluation and interpretation

We used Gradient Boosted Trees (GBTs) to predict the acti-
vated aFRR from power system features. GBTs offer complex
non-linear models and perform inherent feature selection [20],
which is beneficial for the case of strongly correlated time
series features in the power system [19]. Moreover, tree-based
methods are highly interpretable and offer efficient ways to
compute model explanations [15]. We used the LightGBM
implementation of GBTs, which enables a particularly fast way
of model training [21].

To train our model, we split the data set into train, test
and validation set (Fig. 1c). First, we set aside the last two
months of the data set as a continuous test set for time series
forecasting. Then, we randomly split the remaining part into
a train set (64%), a validation set (16%) and a test set (20%).
We optimised the hyper-parameters of our LightGBM model
via grid search and 5-fold cross validation on the train set,
while performing early stopping of the boosting rounds on a
validation set. Finally, we retrained the model with optimal
hyper-parameters on the union of the train and validation
set. This model was used to evaluate the performance on
the randomised or the continuous test set. Note that we used
different loss functions for training and different evaluation
metrics, which we will specify depending on the use case.

We interpreted the trained model with SHapely Additive
exPlanation (SHAP) values [15]. SHAP values quantify the
(positive or negative) impact of each feature on an individual
model prediction relative to a base value. They avoid incon-
sistencies present in other feature attribution methods [22]

and fulfil certain optimal properties [15]. For example, their
local accuracy guarantees that SHAP values sum up to the
model prediction. Fig. 1d depicts a sample prediction, where
"Forecast error load" has a positive and "Prices day-ahead"
has a negative impact on the prediction. Adding up all feature
contributions and the base value (the expected prediction)
yields the model output f(x).

D. Data and code availability

Our data set, including the prediction targets and features,
as well as the results of our hyper-parameter optimisation are
available on Zenodo [16]. The code, including the details on
our feature pre-processing and the hyper-parameter optimisa-
tion, is accessible on GitHub [23].

III. EX-POST ANALYSIS OF AFRR OPERATION

We first consider the application of our ML model for the
ex-post analysis of the aFRR system. Model explainability is
essential for any analysis, and we resorted to SHAP values for
this task (cf. Section II-C). For analysis purposes, we aimed at
reproducing the system trajectory as well as possible and thus
chose a standard L2-loss function (cf. Fig. 4) and evaluated the
performance of the model by the R2 score. For model training,
evaluation and interpretation we used the randomised train and
test set (cf. Fig. 1c).

We found that the tree-based model reproduces the true
system trajectory with an R2 score in the range 0.45-0.63
depending on the feature used in training set and analysis
(Fig. 2). Hence, we conclude that the ML model accounts
for roughly half of the variability.
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Fig. 2. Prediction performance varies strongly with the model type and
feature set. For our ex-post analysis, we trained our model with an L2-loss and
used the randomised train and test sets to predict positive (left) and negative
(right) activated aFRR. In terms of the R2-score, the full model including
actual hydro power generation performed best which is likely a manifestation
of reversed causality as hydro power supplies most of the aFRR in Germany.
Daily patterns in the aFRR activation are very weak such that the daily profile
performed badly.

Taking into account the full set of features provides the
best R2 score as expected, but it does not necessarily provide
the deepest insight into the drivers of the aFRR system. This
was revealed by the SHAP framework, which quantifies both
the relation of individual predictions and feature values as
well as the global feature importance. Inspecting the results
for the full feature set in figure 3, we found that the most
important features are given by actual generation or generation
ramps of hydro power plants and the ramp of nuclear power
generation in the case of negative aFRR. The hydro power
plants can be switched and controlled rather rapidly and thus
provide a major share of aFRR power. In fact, they make up
for the largest amount of prequalified aFRR capacity [17].
Hence, it is likely that we here observed a case of reverse
causation: The application of aFRR caused a strong activity
of the respective hydro power plants and not vice versa. Hence,
the model with the full feature set rather explained how aFRR
is provided and not why. For instance, the model suggested
that positive aFRR is predominantly provided by increasing
hydro generation while negative aFRR predominantly provided
by increasing pumped hydro consumption. One might extend
the analysis to further infer from data which generation types
actually contribute to aFRR provision.

In the case of negative aFRR, nuclear power ramps were
among the most important features. Nuclear power plants can
in principle provide aFRR, but they account for less than 2%
of the total prequalified capacity in Germany [17]. Hence, we
conclude that the dependency of aFRR activation and nuclear
ramps likely reflects a causal relation. Nuclear power plants
typically ramp slowly and continuously, which can lead to
imbalances of power generation and load. In fact, a previous
study has shown a strong dependency between nuclear ramps
and long-lasting deviations of the grid frequency [19], which
then results in the activation of aFRR.

Restricting the model to the extended feature set provided

a different picture. The R2 score decreases to 0.50 (negative
aFRR) and 0.48 (positive aFRR), respectively. In this case,
the most important features were given by the scheduled
generation, the load and forecasting error of load and renew-
able generation (Fig. 3). The high importance of forecasting
errors is absolutely consistent with our expectation on the
causal interrelation of the aFRR systems. Forecasting errors
generally lead to an imbalance of generation and load causing
a deviation of the grid frequency from its reference value. The
control system will thus demand the activation of aFRR power.

The high feature importance of the scheduled generation and
the total load reflects the general requirements for secondary
control power: If the scheduled generation is already high, it
is more likely that it has to be reduced via negative aFRR
than it has to be increased via positive aFRR. Similarly, if
the scheduled generation is already low, it is more likely to be
increased via positive aFRR than it has to reduced via positive
aFRR. Hence, the SHAP values for positive aFRR increased
with the scheduled generation, while the SHAP values for
negative aFRR decreased with the scheduled generation. The
reverse relation was found for the load. The large impact
of actual load and scheduled generation (with reverse signs)
suggests that the difference between actual load and scheduled
generation per 15min interval is very relevant for the aFRR.
This intuitively makes sense as the aFRR activation depends
on the area control error, see also [5].

Remarkably, we did not observe a high feature importance
of the ramps of load and the dispatchable generation, which
are central for the understanding of deterministic frequency
deviations (DFDs), in particular the Rate of Change of Fre-
quency (RoCoF) [19]. These DFDs are caused by short-term
imbalances due to different adaption/ramping behaviour of
generation and load [24]. The low importance of ramps in the
aFRR model suggests that DFDs are mostly compensated by
primary control. The low importance of DFDs for the aFRR
activation is consistent with other studies that show a strong
decrease in deterministic aFRR peaks between 2012 and 2018
due to the introduction of 15min intra-day trading in December
2011 [4], [5].

In the day-ahead model, the most important features were
the total generation (or similarly load), as well as volatile
renewable forecast and the hour of the day. Dependency plots
showed a strong vertical dispersion, such that the dependencies
were less clear than in the other models. This observation,
as well as the high importance of the hour, showed that
more specific information is missing in this model. Notably,
load and generation were both used heavily by the day-
ahead and the extended models with similar but different
partial dependencies: high generation led to larger prediction
in negative aFRR, while high load led to high predictions in
positive aFRR.

Finally, we remark that a good analysis model is not
necessarily a good prediction model. In the current framework
this becomes apparent if we do not choose a randomized
test set, but a continuous test set in the end of the available
data interval, i.e., replace an interpolation by an extrapolation
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Fig. 3. Partial dependency plots can reveal important drivers of activated aFRR depending on the model type. Dependency plots depict the relation between
SHAP values and the feature value, thus characterising the dependency of the model output on the feature. We show the three most important features for
the day-ahead (left), extended (center) and full model (right) with decreasing mean absolute SHAP value (from top to bottom). The day-ahead and extended
models did not include actual generation that supplies aFRR. Thus, the most important dependency plots for these models likely reflect causal drivers such as
forecast errors and mismatches between load and scheduled generation. In contrast, the full model fitted relations between hydro power and aFRR activation,
which probably reflect a reverse causation and must be interpreted differently in the ex-post analysis.

task. In this case the R2 score dropped dramatically to values
below 0.38 (full model), 0.12 (extended model) and 0 (day-
ahead model), respectively (plots not shown). This might
be related to the fact that the entire aFRR system evolves
quite strongly during time, for instance regulatory framework
has been adapted repeatedly during the analysis period (cf.
Section II-A).

IV. DAY-AHEAD PREDICTION OF ACTIVATED AFRR
The L2-loss used in the analysis part was well-suited to

predict the actual aFRR on average but often underestimated
the necessary control. Indeed, the L2-loss, treats predictions
underestimating control identical to those overestimating it,
while in reality a shortage of control is much more costly: If
the necessary control exceeds the estimated control, i.e., the
control available in back-up generators, the frequency cannot
be restored back to its original set point, making it vulnerable
in case of further disturbances and thereby increasing the risks
of generator disconnections and load shedding [1].

Hence, moving from a pure ex-post analysis towards a
predictive model, we introduced a new loss function, namely
the Quantile-loss, see Fig. 4. Similar to the L2-loss it penalises
predictions more the further they are away from the actual
value. In contrast to the L2-loss, the Quantile-loss penalises

asymmetrically: Overestimating costs is punished much less
than underestimating costs (Fig. 4a). In particular, we em-
ployed the 90% quantile, i.e., we expect to overestimate the
target value in 90% of the cases by penalising underestimation
nine times more than overestimation. Consistently, we did not
compute the R2 score when evaluating model performance
but the mean quantile loss, which can be interpreted as the
weighted average cost of false prediction and procurement of
aFRR capacity. Any underestimation of control needs causes
larger costs than any overestimation. Here, we consider the
90% quantile corresponding to weight factors of 10 : 1, but
the model can be readily adjusted for the actual costs of a
TSO. In contrast to the previously used R2-score, a model
performs better when its mean quantile loss is low.

Indeed, when comparing models trained on L2-loss and
Quantile-loss, we noted a substantial improvement by intro-
ducing the adequate loss function (Figs. 4b and 4c). Within
each loss function, moving from the day-ahead to the extended
model again yielded a further improvement, consistent with
the results from Section III. Furthermore, we considered an
expansion of the day-ahead model where we included the
International Grid Control Cooperation (IGCC) as a new
feature, see Section II-B for details. Including the IGCC
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Fig. 4. Loss functions have to fit the use case of the model. (a): For the day-ahead prediction of activated aFRR, we trained our model both with the
L2-loss and the Quantile-loss (90 % quantile) and evaluated its performance on the continuous test set (cf. Fig. 1c). In this figure, a positive prediction error
indicates an overestimation of the true value by the prediction. (b) and (c): The mean quantile loss (90 % quantile) represents the weighted costs of over- and
underestimating the aFRR volume, where an underestimation is much more costly than procuring too much aFRR. The Quantile-loss model performed best
and further minimized these costs compared to the L2-loss model. While the L2-loss suits best for explaining the aFRR trajectory ex-post, the Quantile-loss
better fits the task to predict required aFRR volumes day-ahead. (d): Tendered aFRR demands from the Transmission System Operators (TSOs) strongly
overestimated the activated aFRR in most cases thus yielding a high mean quantile loss.

altered the prediction quality only slightly, regardless of the
chosen loss function, and hence we did not investigate it in
detail in the following. Finally, the TSO (tendered) demand
systematically overestimated the necessary control by far (see
also Fig. 5) and hence led to the highest costs according to
the loss considered here (Fig. 4d).

The differences between day-ahead, extended and tendered
demand became even more clear when visualising aFRR time
series (Fig. 5a and 5b): The tendered capacity demand was
almost constant and always overestimated the actual demand
substantially. The true time series showed pronounced peaks,
which were not fully reproduced by the day-ahead model.
Meanwhile, the extended model more closely resembled the
true time series. Using SHAP, we were able to investigate
why the predictions of the day-ahead and the extended model
differed and thereby identify forecast errors in solar generation
and ramps as the main reasons (Figs. 5c and 5d).

To obtain a comprehensive comparison between day-ahead,
extended and full model using the Quantile-loss, we com-
pared their most important features in Fig. 6. Based on the
design of the models, only the full model could use specific
actual generation information, e.g., on hydro or nuclear power,
while forecast errors were available to both extended and full
model and the day-ahead model was restricted to estimates.
Intriguingly, each model used some of its unique features
extensively and hence they typically had a high rank, yielding
results consistent with the L2-loss results discussed in Fig. 3.
Although different features were available, we still noticed
some overlap: For positive aFRR both the extended and the
day-ahead model utilised load (or load-day-ahead) as a top
feature, while negative aFRR was predicted also based on
forecast errors of load and scheduled generation respectively.
This indicates that the absolute value of the load (or the
necessary generation) is important for predicting aFRR usage.

Furthermore, the extended model heavily used forecast errors
of renewable generation, while the day-ahead model relied on
the day-ahead renewable forecasts. This suggests that our day-
ahead model tried to estimate potential forecast errors from the
day-ahead generation forecasts since forecast errors appeared
as the actual drivers of control activation, indicated by the
increased performance of the extended model. Ideally, forecast
errors would be as small as possible, thereby reducing the need
for aFRR. If this is not possible, including uncertainties in the
forecasts might give better estimates of necessary aFRR.

V. DISCUSSION

Concluding, we have demonstrated how boosted trees and
SHapley Additive exPlanations (SHAP) offer versatile tools
for investigating secondary frequency control both for ex-post
interpretation and also when forecasting trajectories.

Including all available features in the ex-post analysis
yielded the most accurate description, both for negative and
positive aFRR. Interestingly, the aFRR behaved very differ-
ently from deterministic frequency deviations (DFDs). DFDs
are mostly driven by ramps [25] and are already well-described
by daily profiles [5], [24]. Contrary, the aFRR depended much
more on the mismatch between actual load and scheduled
generation due to forecasting errors and not as much on ramps,
thus not showing a pronounced daily profile.

The day-ahead forecasts of the necessary aFRR mostly
relied on day-ahead estimations for the volatile renewable
generation and also on the total load and generation. Using
SHAP, we did not only obtain a most open and interpretable
model but also had the opportunity to identify the cause for
mispredictions, e.g., pinpointing them to large solar generation
forecast errors.

Several important lessons are to be learnt when applying
machine learning to power system analysis: Firstly, good
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represent the impact of solar forecast errors on the prediction of the extended model (trained with Quantile-loss). For example between 9:00 and 10:00,
the extended model better estimated the positive aFRR mostly due to the large impact of solar forecast errors in the model, thus pinpointing the source of
prediction errors in the day-ahead model.

performance and interpretability of machine learning models
can be achieved by combining complex models with ex-post
interpretations, such as boosted trees combined with SHAP
used here, or right-off starting with white-box models, i.e.,
choosing techniques that are inherently interpretable [26].
Hence, they allow to reduce the usage of black-box machine
learning models, which pose severe security concerns [12].
Secondly, the selection of input features is critical when
answering research questions via machine learning: Using ex-
post analysis of all available generation data, we observed
hydro power as critical. But this is likely a reverse causality:
Generation in hydro power plants does not raise the need
for secondary control but the necessary secondary control is
provided by hydro power plants. Furthermore, when excluding
features, in our case moving from the full towards the day-
ahead model, different features will be used for similar pre-
dictions. Therefore, before deeming a feature essential based
on a single feature set, regularisation methods [20] should be
considered and different feature sets used to train a model.
Thirdly, loss functions are critical to tune the model towards
desired performance. In the case of control power, underes-
timating the power is much more costly than overestimating
it and this has to be reflected in the loss function. Ideally,
loss functions are directly related to the actual costs of false
predictions in the system under investigation. While a square
loss is adequate as an ex-post analysis tool, a Quantile-loss is
more appropriate for predictions.

Frequency restoration capacities have previously been esti-
mated using machine learning [9]–[11], including the appli-
cation of quantile loss functions. Compared to these earlier
studies, we make a clear comparison between forecasting and
ex-post analysis and use the same methods for both tasks,
namely boosted trees analysed via SHAP values. Thereby, we
emphasise the interpretability of a machine learning approach

instead of only optimising performance. By interpreting analy-
sis results, we obtain insights into the system itself and thereby
generate value beyond individual algorithms.

Our study of day-ahead aFRR forecasting using different
loss functions is a starting point to develop appropriate pre-
dictors for aFRR demand. Such a prediction could then be
used to optimise the capacity procurement for aFRR day-ahead
thus saving costs and freeing flexible capacity for other usage.
To move towards such as general predictor, the presented
analysis can be further extended, e.g., by incorporating load
and generation data from other countries within the same syn-
chronous area or investigating the aFRR in other synchronous
areas. Furthermore, SHAPs offer further analysis tools, such as
interaction analysis [19] not used here in detail, which could
prove useful to disentangle the influence of individual features
on aFRR needs.

REFERENCES

[1] J. Machowski, J. Bialek, J. Bumby, and D. J. Bumby, Power System
Dynamics: Stability and Control. New York: John Wiley & Sons, Ltd.,
2008.

[2] L. Hirth, J. Mühlenpfordt, and M. Bulkeley, “The ENTSO-E Trans-
parency Platform – A review of Europe’s most ambitious electricity
data platform,” Applied Energy, vol. 225, pp. 1054–1067, Sep. 2018.

[3] R. Morrison, “Energy system modeling: Public transparency, scien-
tific reproducibility, and open development,” Energy Strategy Reviews,
vol. 20, pp. 49–63, Apr. 2018.

[4] C. Koch and L. Hirth, “Short-term electricity trading for system
balancing: An empirical analysis of the role of intraday trading in
balancing Germany’s electricity system,” Renewable and Sustainable
Energy Reviews, vol. 113, p. 109275, Oct. 2019.

[5] T. Weißbach, S. Remppis, and H. Lens, “Impact of Current Market De-
velopments in Europe on Deterministic Grid Frequency Deviations and
Frequency Restauration Reserve Demand,” in 2018 15th International
Conference on the European Energy Market (EEM), Jun. 2018, pp. 1–6.

[6] M. Merten, F. Rücker, I. Schoeneberger, and D. U. Sauer, “Automatic
frequency restoration reserve market prediction: Methodology and com-
parison of various approaches,” Applied Energy, vol. 268, p. 114978,
Jun. 2020.



0.0

0.5

1.0
1

2
3

4

1
2

34

1 2
3

4

Positive aFRR

Day-ahead Extended Full Feature importance rank

Pumped hydro consumption

Pumped hydro consumption ramp

Pumped hydro generation

Pumped hydro ramp

Reservoir hydro generation

Nuclear ra
mp

Forecast e
rror load

Forecast e
rror so

lar

Forecast e
rror so

lar ra
mp

Forecast e
rror offsh

ore wind

Forecast e
rror onshore wind

Forecast e
rror onshore wind ramp

Load
Hour

Scheduled generation

Load day-ahead

Price
s day-ahead

Solar day-ahead

Offsh
ore wind day-ahead

Onshore wind day-ahead
0.0

0.5

1.0
12 3

4
123

4
1 2

3
4

Negative aFRR

Fe
at

ur
e 

im
po

rta
nc

e

Fig. 6. An overview of feature importances reflects consistent overlaps as well as differences between the model types. We display the mean absolute SHAP
value as a measure for the feature importance for all three model types trained with the Quantile-loss (90% quantile). To be able to compare with Fig. 3, we
evaluated the SHAP values on the randomised test set (cf. Fig. 1c). The figure shows the union of the four most important features across all model types
and targets and the numbers on top of the bars indicate the rank of the four most important features. From left to right, the models become more restrictive
in the feature set thus resulting in differences between the most important features. However, (day-ahead) load as well as features related to wind and solar
power were consistently important in all models.

[7] D. Jost, A. Braun, and R. Fritz, “Dynamic dimensioning of frequency
restoration reserve capacity based on quantile regression,” in 2015
12th International Conference on the European Energy Market (EEM).
IEEE, 2015, pp. 1–5.

[8] K. De Vos, N. Stevens, O. Devolder, A. Papavasiliou, B. Hebb, and
J. Matthys-Donnadieu, “Dynamic dimensioning approach for operating
reserves: Proof of concept in belgium,” Energy policy, vol. 124, pp.
272–285, 2019.

[9] D. Jost, A. Braun, R. Fritz, and S. Otterson, “Dynamic sizing of au-
tomatic and manual frequency restoration reserves for different product
lengths,” in 2016 13th International Conference on the European Energy
Market (EEM), Jun. 2016, pp. 1–5.

[10] M. Bucksteeg, L. Niesen, and C. Weber, “Impacts of Dynamic Proba-
bilistic Reserve Sizing Techniques on Reserve Requirements and System
Costs,” IEEE Transactions on Sustainable Energy, vol. 7, no. 4, pp.
1408–1420, Oct. 2016.

[11] A. Essl, A. Ortner, R. Haas, and P. Hettegger, “Machine learning analysis
for a flexibility energy approach towards renewable energy integration
with dynamic forecasting of electricity balancing power,” in 2017 14th
International Conference on the European Energy Market (EEM), Jun.
2017, pp. 1–6.

[12] T. Ahmad, D. Zhang, C. Huang, H. Zhang, N. Dai, Y. Song, and
H. Chen, “Artificial intelligence in sustainable energy industry: Status
Quo, challenges and opportunities,” Journal of Cleaner Production, vol.
289, p. 125834, Mar. 2021.

[13] “ENTSO-E Transparency Platform,” https://transparency.entsoe.eu/,
2020.

[14] 50Hertz Transmission GmbH, Amprion GmbH, TransnetBW GmbH and
TenneT TSO GmbH, “Regelleistung.Net,” https://www.regelleistung.net/
ext/, 2021.

[15] S. M. Lundberg, G. Erion, H. Chen, A. DeGrave, J. M. Prutkin,
B. Nair, R. Katz, J. Himmelfarb, N. Bansal, and S.-I. Lee, “From local
explanations to global understanding with explainable AI for trees,”
Nature Machine Intelligence, vol. 2, no. 1, pp. 56–67, Jan. 2020.

[16] J. Kruse, B. Schäfer, and D. Witthaut, “Supplementary data: "Secondary
control activation analysed and predicted with explainable AI",” https:
//doi.org/10.5281/zenodo.5497500, 2021.

[17] 50Hertz Transmission GmbH, Amprion GmbH, TransnetBW GmbH and
TenneT TSO GmbH, “Capacity of prequalified providers in Germany,”
https://www.regelleistung.net/ext/download/pq_capacity, 2021.

[18] “ENTSO-E Balancing Report 2020,” https://eepublicdownloads.
entsoe.eu/clean-documents/Publications/Market%20Committee%
20publications/ENTSO-E_Balancing_Report_2020.pdf, 2020.

[19] J. Kruse, B. Schäfer, and D. Witthaut, “Revealing drivers and risks for
power grid frequency stability with explainable AI,” Preprint at https:
//arxiv.org/abs/2106.04341, 2021.

[20] T. Hastie, R. Tibshirani, and J. Friedman, The Elements of Statistical
Learning: Data Mining, Inference, and Prediction, 2nd ed. New York:
Springer, 2016.

[21] G. Ke, Q. Meng, T. Finley, T. Wang, W. Chen, W. Ma, Q. Ye, and T.-Y.
Liu, “LightGBM: A Highly Efficient Gradient Boosting Decision Tree,”
in Advances in Neural Information Processing Systems, vol. 30. Curran
Associates, Inc., 2017.

[22] S. M. Lundberg, G. G. Erion, and S.-I. Lee, “Consistent Individualized
Feature Attribution for Tree Ensembles,” Preprint at https://arxiv.org/
abs/1802.03888, 2019.

[23] J. Kruse, B. Schäfer, and D. Witthaut, “Explainable Machine Learn-
ing for secondary control activation in Germany,” https://github.com/
johkruse/XAI-for-aFRR-activation, 2021.

[24] T. Weissbach and E. Welfonder, “High frequency deviations within the
European Power System: Origins and proposals for improvement,” in
2009 IEEE/PES Power Systems Conference and Exposition. Seattle:
IEEE, Mar. 2009, pp. 1–6.

[25] J. Kruse, B. Schäfer, and D. Witthaut, “Exploring deterministic fre-
quency deviations with explainable AI,” Preprint at https://arxiv.org/abs/
2106.09538, 2021.

[26] A. Barredo Arrieta, N. Díaz-Rodríguez, J. Del Ser, A. Bennetot,
S. Tabik, A. Barbado, S. Garcia, S. Gil-Lopez, D. Molina, R. Benjamins,
R. Chatila, and F. Herrera, “Explainable Artificial Intelligence (XAI):
Concepts, taxonomies, opportunities and challenges toward responsible
AI,” Information Fusion, vol. 58, pp. 82–115, Jun. 2020.

https://transparency.entsoe.eu/
https://www.regelleistung.net/ext/
https://www.regelleistung.net/ext/
https://doi.org/10.5281/zenodo.5497500
https://doi.org/10.5281/zenodo.5497500
https://www.regelleistung.net/ext/download/pq_capacity
https://eepublicdownloads.entsoe.eu/clean-documents/Publications/Market%20Committee%20publications/ENTSO-E_Balancing_Report_2020.pdf
https://eepublicdownloads.entsoe.eu/clean-documents/Publications/Market%20Committee%20publications/ENTSO-E_Balancing_Report_2020.pdf
https://eepublicdownloads.entsoe.eu/clean-documents/Publications/Market%20Committee%20publications/ENTSO-E_Balancing_Report_2020.pdf
https://arxiv.org/abs/2106.04341
https://arxiv.org/abs/2106.04341
https://arxiv.org/abs/1802.03888
https://arxiv.org/abs/1802.03888
https://github.com/johkruse/XAI-for-aFRR-activation
https://github.com/johkruse/XAI-for-aFRR-activation
https://arxiv.org/abs/2106.09538
https://arxiv.org/abs/2106.09538

	I Introduction
	II Methods
	II-A Frequency restoration reserve: Markets and data
	II-B Input features and prediction models
	II-C Model training, evaluation and interpretation
	II-D Data and code availability

	III Ex-post analysis of aFRR operation
	IV Day-ahead prediction of activated aFRR
	V Discussion
	References

