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Abstract 

We report a magnetic transition region in La0.7Sr0.3MnO3 with gradually changing magnitude of 
magnetization, but no rotation, stable at all temperatures below TC. Spatially-resolved 
magnetization, composition and Mn valence data reveal that the magnetic transition region is 
induced by a subtle Mn composition change, leading to a charge transfer at the interface due to 
carrier diffusion and drift. The electrostatic shaping of the magnetic transition region is mediated 
by the Mn valence which affects both, magnetization by Mn3+-Mn4+ double exchange interaction 
and free carrier concentration. 
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Ferromagnetic (FM) materials naturally form various domains, with different orientations 
of magnetization, as a result of competition among primarily the exchange interaction, magnetic 
anisotropy, and stray field energies [1]. The domains, with internally uniform effective 
magnetization, are separated by domain walls (DW), which are transition regions where the 
magnetization changes gradually between the adjacent domains. The DWs can be classified 
according to their internal nanoscale spin structure: Bloch [2] and Néel [3] DWs, where the 
magnetization rotates out-of- and in-plane, respectively, as well as mixtures of both [4], are most 
widely occurring. Furthermore, cross-tie [5-8] and chiral DWs [9-11] can occur in thin films and 
complex vortex style structures in DWs between head-to-head domains in nanosized ribbons [12-
14]. The common feature of all thus far observed magnetic DWs is that the orientation of 
magnetization rotates gradually, while the magnitude of magnetization remains constant.  

In contrast, Bulaevskii and Ginsburg predicted the existence of a magnetic DW without 
rotation of magnetization, where the transition is achieved by gradual change of the magnitude 
of magnetization [15,16]. This DW structure, termed in the following Bulaevskii-Ginsburg DW, 
requires either local spin fluctuations (magnons) [17,18], or that the density of spins and 
magnetic moments is spatially varying. The former is expected to occur only very close to the 
Curie temperature (Tc), where fluctuation of spins can locally reduce the resulting effective 
magnetization. This corresponds to the initial mechanism predicted by Bulaevskii and Ginsburg. 
[15,16] The latter has deep implications on the ferromagnetic material, as a change of the density 
of spins is not trivial for classical ferromagnets. In view of this situation, it is little surprising that 
such a DW has to our knowledge not been observed experimentally yet. 

Here we report, however, that in La0.7Sr0.3MnO3 (LSMO) magnetic transition regions exist, 
where the magnitude of magnetization is gradually changing without rotation, even well below 
Tc. The change of the magnitude of magnetization is found to be driven by a diffusion and drift-
induced charge carrier redistribution, which changes the Mn3+/Mn4+ ratio and thereby the 
density of magnetic moments governed by the Mn3+/Mn4+ double exchange interaction 
mechanism. This Mn valence mediated electrostatic-magnetic coupling lifts the constraint that 
the Bulaevskii-Ginsburg DW is only stable near Tc, widening the stable temperature range down 
to 0 K.  

The results are demonstrated using a 200-nm-thick epitaxial LSMO film deposited on 
SrTiO3 (STO) (see Supplemental Material [19] for details). The macroscopic magnetization of this 
LSMO film, measured by superconducting quantum interference device (SQUID) magnetometer, 
exhibits two magnetic transition temperatures, a primary one at 339 K (typical for LSMO films 
[20-22]) and an additional one at 279 K (Fig. S1, [19]). To understand this behavior, in situ off-axis 
electron holography (EH, see Fig. S2 [19] for details) is used to map quantitatively the spatial 
fluctuations of magnetization of the LSMO layer in cross-sectional geometry [23]. 
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Figure 1. Off-axis EH results. (a) Representative off-axis electron hologram of the LSMO film on a 
Nb-doped STO substrate covered by a protective carbon layer with the analysis region marked. 
(b) Mean inner and electrostatic potential contribution to the phase reconstructed from (a). (c) 
Reconstructed magnetic phase shift images at 290 K with the mean inner and electrostatic 
potential contribution removed. (d-f) Magnetic induction maps with a phase contour spacing of 
π radians at 290, 240, and 94 K, respectively. The denser are the phase contours, the stronger is 
the magnetization. In the upper left corner of the LSMO layer, FIB damage is present and 
suppresses ferromagnetism. 

 

Figure 1a shows a representative electron hologram acquired at 290 K, from which the 
derived electrostatic/mean inner potential and magnetic contributions to the phase are shown 
in Fig. 1b and c, respectively (Fig. S2, [19] [24,25]). The corresponding magnetic induction map is 
illustrated in Fig. 1d, where the density and direction of the phase contours represent the 
strength and direction of the projected in-plane magnetic induction within and around the 
specimen. The magnetic induction map reveals an in-plane remanent magnetization M aligned 
parallel to the LSMO/STO interface, as expected due to a combination of magnetocrystalline and 
shape anisotropy, as well as magnetizing direction. However, the magnetization is present only 
in the region adjacent to the STO substrate. With decreasing temperatures, the magnetization 
extends progressively to the entire thickness of the LSMO film (Figs. 1e,f). The LSMO film can 
therefore be treated as a bilayer system, consisting of a FM phase in the first ~75 nm from the 
LSMO/STO interface (denoted ‘sublayer A’ in Fig. 1d) and a paramagnetic (PM) phase in the rest 
of the layer (denoted ‘sublayer B’ in Fig. 1d) at room temperature. The PM sublayer B becomes 
FM when the temperature decreases. At 346 K the entire LSMO film shows no detectable 
magnetic signal, indicating everywhere a PM state. The observation of two distinct LSMO 
sublayers with different TC explains the presence of two magnetic transition temperatures of 279 
and 339 K in the macroscopic magnetization probed by SQUID (Fig. S1, [19]). 
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Figure 2. (a) Line profile of the magnetic phase shift ϕ (black) and its first derivative dϕ/dx (blue) 
at 240 K vs. distance x in [001] direction through the LSMO film. The orange dashed lines are 
linear fits. The red line represents a hyperbolic tangent fit using 𝑀(𝑥) = ∆𝑀 × tanh⁡(1.76𝑥/
𝑤)[26], with the amplitude difference ΔM and the full width at half maximum (FWHM) w. The fit 
is used to smooth the noise in the further analysis and to determine the transition regions’ width. 
The gray vertical dashed lines indicate the approximate width of the transition region. (b) Map of 
projected in-plane magnetization M (green arrows) reconstructed from the magnetic phase 
image at 240 K. The lengths and directions of the arrows indicate the magnitudes and directions 
of the magnetization.  

 

In order to map quantitatively the magnetization distribution in the LSMO film, the local 
projected in-plane remanent magnetization M was evaluated for each magnetic phase image. 
Figure 2a shows the extracted magnetic phase shift and its first derivative at 240 K. Given that 
the derivative is proportional to the magnetization [23], the consistently positive slope indicates 
that the in-plane magnetization has the same orientation in both sublayers. The change in slope 
indicates that the magnetization in sublayer A is larger than that in sublayer B, in line with the 
different magnitudes of the derivative (specimen thickness is approximately constant). Figure 2b 
shows the corresponding two-dimensional in-plane magnetization map, derived using a model-
based iterative reconstruction algorithm [27]. It demonstrates an in-plane magnetization 
everywhere parallel to the interface, but with different magnitudes in both sublayers. To 
determine the out-of-plane magnetization component we performed electron holography 
tomography (see Fig. S3, [19]), revealing that the out-of-plane rotation of the magnetization at 
94 K is below the detection limit of 1°. Hence, there is only an in-plane magnetization present. 
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Figure 3. Remanent magnetization magnitude M and Curie temperature TC within the LSMO layer. 
(a) M vs. temperature and position in [001] direction. (b) TC (black squares, left axis) and M at 0 
K (blue dots, right axis) vs. distance, derived from fits of the temperature dependent 
magnetization data M(T) (M(T) examples at positions −50 and +75 nm with fits are shown in the 
inset).  The dashed lines in (b) represent fits to M(0 K) and TC using the hyperbolic tangent 
expression of Fig. 2a.  

 

The remanent magnetization magnitude M in the LSMO layer, averaged parallel to the 
LSMO/STO interface, is shown in Fig. 3a vs temperature and spatial position. The most prominent 
feature is that the M is larger in sublayer A than in sublayer B at a given temperature, suggesting 
different values of TC. The spatial variation of TC was determined from a series of M(T) curves 
extracted from Fig. 3a, by fitting the functional form 𝑀~(1 − 𝑇/𝑇C)

𝑛 to the data [22] (see inset 
in Fig. 3b for examples). Figure 3b reveals two dominant TC values, 327±9 K (sublayer A) and 
267±9 K (sublayer B), in agreement with the macroscopic magnetization data, and a wTc=48±3 
nm wide transition region in between. 

Furthermore, we deduced the magnitude of magnetization at 0 K, M(0 K), by fitting the 

above M(T) data with the functional form 𝑀(𝑇) ≈ 𝑀(𝑇 = 0⁡K) ∙ (1 − 𝛾 (
𝑇

𝑇C
)
𝛽

) [18,28], with the 

prior determined TC. The M(0 K) data in Fig. 3b reveals a similar wide transition region again (wM(0 

K)=44±4 nm). Since at 0 K magnons are not excited, they are not relevant for this transition region 
[18]. 

The above measurement of the spatial magnetization distribution raises two closely 
related questions: (i) The origins of the different levels of magnetization in the two sublayers and 
(ii) the physical effects governing the magnetic transition region. If we turn to classical 
ferromagnetic materials, the DW’s width w at the boundary between two magnetic domains is 
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determined by the balance between exchange energy (increasing w) and magnetocrystalline 
anisotropy (decreasing w) [1]. However, in our case the confining effect of the magnetocrystalline 
anisotropy energy is absent, due to the parallel magnetization everywhere. Only its magnitude is 
changing. Hence, the transition region would be expected to widen infinitely to lower the 
exchange interaction energy. Since this is not the case, there has to be a different physical 
mechanism governing magnetic transition regions in LSMO. 

In order to deduce this physical mechanism, first, the lattice constants in each sublayer 
were measured using selected area electron diffraction and atomic-resolution high-angle annular 
dark-field scanning TEM. The results in Fig. S4 [19] indicate that there is no measurable change 
in structure and biaxial strain between the LSMO sublayers, eliminating in our case lattice or 
phase changes [29]. 

Second, the normalized elemental compositions measured in the [001] growth direction 
by energy-dispersive X-ray (EDX) spectroscopy and electron energy loss spectroscopy (EELS) 
(Fig. 4a) shows that the Sr, La, and O compositions remain constant at average values of 
0.294±0.002, 0.706±0.002, and 2.99±0.01 consistent with the intended stoichiometry of 
La0.7Sr0.3MnO3. However, the [Mn]/([La]+[Sr]) ratio decreases from sublayer A to sublayer B, 
indicating a Mn deficiency in sublayer B with respect to sublayer A of 4.3±1.1 % (confirmed by 
secondary ion mass spectrometry (SIMS) yielding a drop of 3.0±0.3 %). The average FWHM of the 
Mn concentration change is 7±4 nm.  

Third, a change in Mn concentration is expected to be accompanied by a change in Mn 
valence state, in order to maintain charge neutrality. This is corroborated by the Mn L3/L2 edge 
ratio measured using EELS (Fig. 4b), decreasing from sublayer A to sublayer B with a FWHM of 
the transition regions of wEL=61±6 nm. First, we focus only on the values far away from the 
transition region: The result shows that the Mn valence state is higher in sublayer B than in 
sublayer A by ΔV=0.136±0.028, obtained by using the linear dependence of the L3/L2 ratio on 
valence state with a slope of −0.73±0.11 [30,31]. This ΔV value can be compared with a 
calculation based on the measured Mn composition change δ in (La0.7Sr0.3)2.7Mn1-δ

3.3+ΔV(O3)−6, 
assuming charge neutrality and that valence states and compositions of Sr, La, and O are 
unchanged. This yields valence changes ΔV of 0.15±0.04 and 0.10±0.01, respectively, for Mn 
composition changes measured using EDX and SIMS, respectively. These values agree with the 
one derived from the L3/L2 ratio change, suggesting that the ΔV far away from the transition 
region is governed by the Mn composition difference. 

The above valence changes assume that charge neutrality is present. This can be indeed 
assumed to be the case far away from the interface between the two LSMO sublayers. However, 
within the transition region, the width of the valence change probed by the Mn L3/L2 ratio of 61±6 
nm is much wider than the width of the compositional change of Mn of 7±4 nm. Hence, charge 
neutrality cannot be maintained in the transition region: The charge distribution can be explicitly 
derived by subtracting the experimentally measured Mn valence distribution (derived from Fig. 
4b) and the valence distribution expected in case of charge neutrality for given Mn composition 
profile (Fig. 4a). The derived charge distribution in Fig. 4c reveals opposite charge densities in 
both sublayers, reaching (0.5–1)×1021 cm−3 at the interface and decaying into both sublayers with 
a decay length in line with the width of the transition region. 
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Fig. 4: Chemical composition and electronic properties. (a) Relative La, Sr, O, and Mn composition 
profiles measured by EDX (La, Sr, Mn) and EELS (O) vs. distance. (b) Ratio of integrated Mn-L3 and 
L2 edges measured by EELS vs. distance, revealing a change of the Mn valence.  The red solid lines 
in (a) and (b) represent hyperbolic tangent fits. (c) Charge distribution vs. distance derived from 
the measured Mn valence, under consideration of the Mn composition profile in (a). The red solid 
line represents the theoretical charge distribution for two LSMO layers with different free carrier 
concentrations calculated using the continuity and Poisson equations. (d) Electrostatic phase 
shift profiles measured by EH compared to a simulation (red solid line), based on the above 
electrostatic and the mean inner potential change induced by the Mn composition change. The 
agreement corroborates the presence of a charge redistribution. (e) Temperature dependence 
of the transition region widths of the magnetization (black circles) compared to that of the Mn 
valence (red diamond), Mn composition (orange triangle), and TC (green star). 

The presence of this charge redistribution can be further corroborated by the measured 
electrostatic phase shift in EH. Figure 4d shows two extracted electrostatic phase shift profiles 
acquired at 140 and 173 K, which reveal a significant offset and a transition region width in line 
with a potential change induced by the above derived charge distribution. 

Finally, we compare the above derived widths of the magnetic and electrostatic 
characteristics of the transition region vs temperature in Fig. 4e. The data reveal, that (i) the 
width of the transition region exhibits no obvious temperature dependence, (ii) the width of the 
electrostatic (i.e. valence change, charge distribution) and magnetic (magnetization and TC) 
characteristics agree very well, and (iii) both magnetic and electrostatic characteristics have a 
much wider transition region than the sharp Mn compositional change. The comparison suggests 
an interplay between magnetic and electrostatic properties. 



8 
 

The question arises, how the magnetic and electrostatic properties are coupling: Free 
carriers (holes in LSMO) are situated in the density of states (DOS) at the Fermi energy. In LSMO 
the DOS at the Fermi energy is given by the spin-up eg state localized at the Mn atoms. [32] Hence, 
the free holes are localized in the eg states bound to the Mn atoms and charge transport is 
mediated by hopping between adjacent Mn3+ and Mn4+ eg states [33,34]. Simultaneously, the 
presence or absence of a free hole in a Mn spin-up eg state also changes the valence of this 
particular Mn atom. Thus, the spatial redistribution of free holes corresponds one-to-one with 
the spatial distribution of Mn valence, [35-37] which in turn determines the magnetization.  

For assessing the electrostatic properties, we recall that an increase of the average Mn 
valence of ΔV=+0.136 decreases the ideal 70% occupation of the eg state to 60%, increasing the 
free carrier concentration (i.e. holes) [38] by 1/3, i.e. from 5×1021 (sublayer A) to 7.27×1021 cm−3 
(sublayer B). This yields a composition-induced step in carrier concentration at the interface, 
which is smoothed by carrier diffusion and drift, in analogy to a p-n junction. The diffusion is 
counterbalanced by the build-up of an electric field, creating a depletion-zone-like region. We 
quantitatively modelled this by solving self-consistently the Poisson and continuity equations in 
the framework of the drift and diffusion model [39,40]. For LSMO the calculated depletion width 
reaches 40 nm and more, despite high carrier concentrations, since the high permittivity of 3x104 
[41] is many orders of magnitude larger than in, e.g. silicon. The simulated net charge distribution 
and electrostatic phase shift agree very well in amplitude and width with the measured ones 
(compare red line with data in Fig. 4c, 4d). In addition, the calculated width of the depletion-
zone-like region agrees very well with that measured in the L3/L2 ratio and in the magnetization 
at various temperatures (Fig. 4e). This suggests that the origin of the width of the charge and 
magnetic transitions is the depletion-zone-like region between layers with different carrier 
concentrations. 

The model can be corroborated further by considering the different energy contributions: Using 

the above simulation, we obtain an electrostatic energy per interface area 𝑤ES =
1

2
∫𝜑 ∙ 𝜌⁡𝑑𝑥 = 

0.2 J/m2, with the potential ϕ and the charge density ρ (Ref. [16], p.4). This value has to be 
compared to the exchange interaction energy [42] per interface area F approximated by  

𝑤Ex =
1

𝐹
∭𝐴(

∇𝑀

𝑀S
)
2

𝑑𝑉 = 𝐴 ⋅ ∫ (
𝜕

𝜕𝑥
tanh (

1.76⁡𝑥

𝑤
))

2

𝑑𝑥

∞

−∞

=
4

3
⋅ 𝐴 ⋅

1.76

𝑤
 

using a MS·tanh(1.76 x/w)+const. ansatz for M (see Figs. 2 and 3). Using a width w=50 nm and a 
stiffness constant A ranging between 1.7 and 5.5 pJ/m [22,43-45], one obtains wEx=(0.8-
2.6)x10−4J/m2, which is three orders of magnitude smaller than the electrostatic energy. This 
demonstrates that the electrostatic energy is largely dominating any magnetic energy 
contribution.  
 
This is in contrast to classical magnetic DWs, which are governed by the minimization of total 
magnetic energy, e.g. mainly exchange interaction and magnetocrystaline anisotropy energies. 
Although the widths of the classical DWs for perovskite-type oxide materials, i.e. LSMO 
(w=35.8±3.2 nm) [22], La0.7Ca0.3MnO3 (w=38±10 nm) [46], and La0.25Pr0.375Ca0.375MnO3 (w~39 nm) 
[47], are similar to ours, the underlying physical mechanisms are fundamentally different. Our 
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magnetic transition region is governed solely by the electrostatics. At this stage we note that 
changes of interface magnetisms induced by application of electrostatic fields, [35,48-50] could 
be driven by an analogous mechanisms magneto-electric coupling. 

In conclusion, we report an experimental example of a magnetic transition region where the 
magnitude of magnetization gradually changes without rotation. In contrast to the Bulaevskii-
Ginsburg DW, which is only stable near TC, the here observed transition region persists at all 
temperature below TC. This is traced to a charge redistribution, caused by the equilibrium 
between carrier diffusion and drift in the electrostatic field at an interface with sharp Mn 
compositional change in LSMO, governing the shape, magnitude, and extent of the 
corresponding magnetic transition region. The magneto-electrostatic coupling is mediated by the 
Mn eg states’ occupation (changing the Mn3+/Mn4+ ratio), which affects both, the magnetization 
by Mn3+/Mn4+ double exchange interaction as well as the free carrier concentration and hence 
electrostatics. Thus, our results demonstrate a case of the electrostatic shaping of magnetic 
transition regions. Such electrostatic shaping of magnetic transition regions can be expected to 
be a general property of complex oxide materials with large permittivity, since the valence and 
charge carrier concentrations can also be affected by fluctuations in the oxygen composition, in 
analogy to the change in Mn composition analyzed here. 
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Film deposition. A 200 nm thick La0.7Sr0.3MnO3 (LSMO) thin film was grown on a 0.5 wt% Nb-

doped SrTiO3 (STO) (001) substrate using pulsed laser deposition. The nominally La0.7Sr0.3MnO3 

target was ablated using a KrF excimer laser (wavelength 248 nm) with an energy density of 

1 J/cm2 and a repetition rate of 5 Hz while the substrate temperature and oxygen pressure were 

maintained at 720 ºC and 100 mTorr, respectively. Within the growth of the LSMO film a growth 

interruption occurred, which is at the origin of the Mn composition change. 

Macroscopic magnetism measurement. Figure S1 shows a macroscopic measurement of the 

magnetization of the 200-nm-thick LSMO layer recorded using a superconducting quantum 

interference device (SQUID) magnetometer between 90 and 300 K with a 500 Oe magnetic field 

applied parallel to the LSMO/STO interface. The temperature at which the magnetization-
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temperature (M-T) curve (black line) reaches zero, i.e. 339 K, corresponds to the critical 

temperature (TC) for the ferromagnetic (FM) to paramagnetic (PM) transition and is typical for 

LSMO films [1-3]. The derivative of the magnetization curve dM/dT (blue line) reveals, however, 

besides the minimum at 339 K and a second local minimum at 279 K, suggesting the presence of 

an additional magnetic phase transition with a different TC. 

 

Figure S1: Macroscopic magnetization measurement of the 200-nm-thick LSMO film on STO 

performed using SQUID magnetometry in a magnetic field of 500 Oe applied parallel to the 

LSMO/STO interface, showing a magnetization-temperature (M-T) curve (black) and its derivative 

(dM/dT) (blue). The measurement shows a primary transition at 339 K and an additional 

transition at approximately 279 K. 

 

Specimen preparation for TEM. Cross-sectional TEM specimens were prepared using FIB milling 

in a FEI Helios Nanolab 400s dual-beam system. Ga ion beam surface damage was reduced by 

using 500 eV Ar ion beam sputtering in a Fischione Nanomill 1040 system. The thickness of the 

lamella in the electron beam direction was measured to be ~120 nm measured in FIB system. 

Microstructure and electronic structure characterization. High-angle annular dark-field (HAADF) 
scanning TEM (STEM). imaging and energy-dispersive X-ray (EDX)/ electron energy-loss 
spectroscopy (EELS) mapping were carried out at 200 kV in an FEI Titan G2 80-200 microscope 
equipped with in-column (Super-X) EDX detectors, a high brightness field emission gun (XFEG), a 
spherical aberration (CS) corrector for the probe forming system and a Gatan Enfinium ER (model 
977) electron energy-loss spectrometer with DUAL EELS. 

Off-axis electron holography (EH). Off-axis EH was performed in an image-CS-corrected FEI Titan 
80-300 microscope equipped with two electron biprisms at 300 kV. A liquid-nitrogen-cooled 
double tilt specimen holder (Gatan model 636) was used to vary the specimen temperature 
between 93 and 370 K. Off-axis electron holograms were recorded in magnetic-field-free 
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conditions using a direct electron-counting camera (Gatan K2 IS). The phase shift of an electron 
wave reconstructed from hologram resulting from the presence of magnetic and electric fields. 
In order to separate the two contributions to the phase shift, the specimen was tilted to ±70 º 
and the magnetic field of the conventional objective lens of the microscope was used to 
magnetize it in opposite directions in a field of about 1.5 T. Half of the sum and half of the 
difference between aligned phase images reconstructed from such pairs of off-axis electron 
holograms were used to determine the electrostatic and magnetic contributions to the phase, 
respectively [4,5] (see Fig. S2). The electrostatic contribution to the phase is based on the mean 
inner and electrostatic potentials of the specimen integrated in the electron beam direction, 
while the gradient of the magnetic contribution to the phase is proportional to the strength and 
direction of the in-plane magnetic induction projected in the electron beam direction. The 
projected width of the film-substrate interface was approximately 1.7 nm (due to a tilt of 
approximately 1° perpendicular to the interface to minimize diffraction contrast). 

 

Figure S2. (a) Schematic diagram illustrating the tilt of the specimen during magnetizing using 
the magnetic field H in z direction between the pole pieces (objective lens). After magnetizing, the 
tilt and the magnetic field are reduced to zero before electron holograms of the remanence 
magnetization state within specimen are acquired. The magnetizing is done for positive and 
negative 70° tilt, yielding a parallel and antiparallel magnetization of the specimen, respectively. 
(b, c) Pair of reconstructed electron phase images of the La0.7Sr0.3MnO3 (LSMO) film acquired for 
the specimen magnetized parallel and antiparallel. The insets illustrate the line profiles of the 
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respective electron phase shift. (d) Mean inner and electrostatic potential and (e) magnetic 
contributions to the phase with the respective line profiles of the electron phase as insets. 
(f) Magnetic induction map generated from (e) with a contour spacing of π radians. Slight 
misalignment artifacts from removing the mean inner potential contribution to the phase are 
visible at the specimen edge in some images. 
 

Electron holography tomography. For the determination of the out-of-plane magnetization 
component we rotated the TEM lamella with respect to the electron beam direction as shown 
schematically in Fig.S3a. With this in mind the phase change induced by the magnetization in the 
lamella is given by [6] 

dφ

𝑑𝑥
∼ 𝑀in ∙ 𝑑eff = 𝑀 ∙ 𝑑 ∙ 𝑐𝑜𝑠(β) ∙ (1 − 𝑡𝑎𝑛(β)𝑡𝑎𝑛(α))     (1) 

 
with α being the tilt angle (in the tomographic rotation) of the lamella and β being the rotation 

of the magnetization off the in-plane direction. For only in-plane magnetization (β=0), 
dφ

𝑑𝑥
 is 

constant and independent of the tilt angle α of the lamella.  
 
The experimental results of the electron holography tomography are shown in Fig. S3b as a 
function of the tilt angle α for sublayers A and B at 94 K and for sublayer A at 295 K (sublayer B is 

at 295 K paramagnetic already).  It is obvious that the values of 
dφ

𝑑𝑥
  are constant for every 

measurement. The dashed lines show fits of the above relation of 
dφ

𝑑𝑥
 vs. α and reveal values for 

the out-of-plane rotation β of the magnetization of 2.7°±1.2° (sublayer A at 295 K), 0.95°±1.1° 
(sublayer A at 94 K), and 0.1°±1.1° (sublayer B at 94 K) only. Under consideration of the error bars 
and the absolute values no relevant out-of-plane component of the magnetization exists. Hence, 
the orientation of magnetization of the two sublayers is in-plane and parallel.  
 



16 
 

 
Fig. S3: (a) Schematic of the effect of tilt on the magnetization projected on the plane 

perpendicular to the electron beam direction. This results in Eq. (1) describing the tilt dependence 

of the gradient of the electron phase shift. (b) Electron holography tomography: Gradient of the 

electron phase vs tilt angle α (tilt axis parallel to [001] direction) for sublayers A and B at different 

temperatures. The data reveals that the magnetization has no out-of-plane component. 

 

Absense of structural changes. Figure S4a shows a selected area electron diffraction (SAED) 

pattern recorded from the complete LSMO film. Neither splitting nor elongation of the (100) and 

(001) diffraction spots is evident, i.e., there is no measurable difference in lattice constant 

between the two sublayers. This is consistent with the lattice constants measured by fitting 

Gaussians to atomic contrast in high-angle annular dark-field (HAADF) scanning TEM (STEM) 

images and averaging the measurements parallel to the interface (Fig. S4b): The lattice constant 

a (parallel to the LSMO/STO interface) remains unchanged at 3.931±0.048 Å throughout the STO 

substrate and LSMO layers. The perpendicular lattice constant c is 3.817±0.066 Å and 

3.820±0.055 Å in sublayers A and B, respectively, indicating that there is no measurable change 

in structure and biaxial strain between the LSMO sublayers, eliminating in our case lattice or 

phase changes as an origin of the magnetization change. 
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Fig. S4: Microstructural analysis. (a) SAED pattern of the LSMO layer (including both sublayers). 
(b) Lattice constants a (red) and c (black) vs. distance in growth direction obtained from HAADF-
STEM images, indicating no detectable change of the lattice constant or symmetry. 
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