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OpenGPT-X Large Language Models and Applications
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3D Parallelism for Training

Recent Breakthroughs possible because of novel network architecture called To scale to a full supercomputer three kinds of parallelism are intertwined.
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Novel Architectures

Scalability and Model Layouting

* Training highly scalable 256 [
Flagship Cluster: Juwels Booster with> 3200 Nvidia A100 GPUs, 40 GB * Goal: High throughput on small
_ node counts (for testing) and large , | Strong
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Challenges and Collaborations

Sequana 2 cabinet has a hardware problem with flipping links.  j.be694:13939:14102 (0] transport/net ib.cc:94 NCCL WARN NET/IB : Got
* Spurious error showing up as port error in NCCL
* Hard to reproduce, even harder to “debug”

° Reproducing SOTA vsS. novel research jwb0694:13940:14103 [0] transport/net ib.cc:94 NCCL WARN NET/IB : Got async event : port error

* Energy consumption jwb0694:13941:14108 [@] transport/net ib.cc:94 NCCL WARN NET/IB : Got async event : port error
* GPT-3 training = power for > 100 houses for a year.

async event : port error

jwb0694:13938:14101 [0] transport/net ib.cc:94 NCCL WARN NET/IB : Got async event : port error

From Wikimedia Commons, Rahm Emanuael
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