
Propagation of cumulants
■ Initial perceptron layer followed by

 non-linearities

■ Combine statistical orders linearly for
 readout

■ Train cumulant selective perceptron
 alongside fully connected model given the
 same statistical information

■ Joint weights of cumulant selective
 perceptron force to project only the most
 significant information to diagonals

■ Linear readout parameters      represent
 importance of statistical orders 

■ Classify by the maximum entry of 
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Setup
■ Perceptron: The minimal network to extract information
■ Linear operation: Sensitive only to mean of the data
■ Covariance perceptron1,2: Sensitive to correlation structure

■ Corresponds to quadratic non-linearity applied to the inputs
■ Combine arbitrary polynomials to obtain a cumulant selective perceptron 
■ Trainable weights indicate importance of corresponding cumulant
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Finding underlying structure in data
■ Create a controlled setting with known statistical properties
■ Use a stochastic differential equation with carefully chosen Lagrangian

■ Select parameters to obtain distribution with desired cumulants in
 large-time limit

■ Cumulant selective perceptron trains to high accuracy, shows synergy
 effect of combining individual orders, and detects significant orders
 successfully

■ Performance is comparable to fully connected model at full scale and
 better when restricted to the same number of trainable parameters

■ Applied to benchmark datasets, can extract underlying information about
 statistics as well as approximately optimal gain function

Summary
■ Non-linear components of the activation function filter for different

 statistical information in the data
■ Perceptron-like model with trainable non-linearity efficiently collects

 information for classification despite low parameter complexity
■ Detection of underlying statistical structure verified using artificial data

 based on stochastic differential equation
■ Combination of statistical orders gives synergy effect on classification

 performance
■ Optimal activation function depends on the cumulants of the data
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