1

w

20

21

22

23

24

25

26

Water structures on Pb(100) and (111) surface studied with
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Abstract

We performed classical molecular dynamics (CMD) simulations of water struc-
tures on Pb(100) and (111) surfaces. The main objective was to test the capability
of interface force field to reproduce water structures obtained from more computa-
tionally intensive ab initio molecular dynamics (AIMD) simulations. At the same
length and time scales we find good agreement between water structures obtained
with both approaches. However, much longer trajectories (ns vs. ps scale) that
can be simulated with CMD led to the formation of different, more stable wa-
ter structures, which were validated by supplementary ab initio calculations. CMD
simulations performed for interface models with larger surface size revealed signif-
icant surface cell size effects, implying that the small simulation cells permitted by
AIMD could be insufficient to obtain properly equilibrated water structures. These
results indicate the usefulness and advantage of CMD simulations that employ the
interface force field for the rapid sampling of more realistic time and length scales
in simulations of metal-aqueous solution interfaces.
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1. Introduction

Interactions between solvents and metal surfaces play a significant role in inter-
facial electrochemical processes [1]. They strongly affect the activity and selectiv-
ity of surface electrochemical processes, including oxygen and hydrogen evolution
or CO; reduction reactions [2, 3, 4, 5]. While significant efforts have focused on
understanding the formation of water structures on metal surfaces, both compu-
tationally [6, 7, 8, 9] and experimentally [10, 11, 12], no conclusive model has
emerged. For instance, Doering and Madey [13] experimentally showed the exis-
tence of an ice-like water bilayer on the close-packed (0001) surface of ruthenium.
This bilayer structure was initially adopted in first principle calculations of various
metal surfaces [2, 14, 15, 16]. However, as more results on interfacial water struc-
tures became available, both experimentally and theoretically, the idea of an ice-
like water bilayer was gradually abandoned [8, 11, 17, 18]. Low-energy electron
diffraction (LEED) measurements [11] and density functional theory (DFT) calcu-
lations [17] have shown the relative instability of the bilayer water structure com-
pared to a more stable water monolayer. More comprehensive discussion of models
of water layers on metal surfaces can be found in the recent literature [19, 20, 21].

The dynamics of water layers on metal surfaces can be simulated with the
ab initio molecular dynamics (AIMD) or classical molecular dynamics (CMD)
techniques. While AIMD provides higher accuracy than CMD, it is computation-
ally much more demanding and the resulting trajectories are usually too short to
ensure sufficient statistical sampling of interface configurations [22, 23]. CMD
simulations allow simulating longer times and larger systems, although often at
the expense of accuracy [24]. The classical force fields-based approach has been

also applied in some advanced hybrid DFT-classical molecular mechanics schemes
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applied to metal-electrolyte interfaces, including the DFT/ESM-RISM (Effective
Screening Medium-Reference Interaction Site Model) method [25, 26]. Simple
force field-type approaches, or even the classical mean-field-type treatment, cor-
rectly capture some key interfacial properties like surface charging, alignment ef-
fects, dipole fields and variation in the dielectric constant of water at the interface,
to name but a few [26, 27]. The accuracy of CMD and other force field-based
approaches depends sensitively on the force field applied to describe interactions
between molecules and atoms in the modeled system.

The interface force field (IFF) developed by Heinz et al. [28] is specifically
designed to simulate solid-solvent interfaces; it includes interactions between cer-
tain metals and interfacial water molecules. However, studies of Berg et al. [9] and
Steinmann et al. [29] revealed deficiencies of the IFF due to, for instance, neglect-
ing Au-H and Pt-H interactions. It is thus worth further testing and improving the
IFF parametrization for two reasons: (1) the IFF has not yet been widely tested
for metal-water interfaces; (2) CMD is much more computationally efficient than
AIMD and allows for simulation of larger systems and longer trajectories, and thus
enables improved statistical sampling.

Here we focus on the investigation of the lead-water interface, an electrocat-
alytic system for CO, reduction [30, 31, 32, 33, 2, 34, 35, 36, 37], with formate as
a product that is of significant value for various industrial uses, e.g. as a fuel in di-
rect fuel cells or for the synthesis of pharmaceutical and crop protection products,
to name but a few [38, 39, 40]. CMD results are compared to a previous AIMD
study of water structures on lead [41]. Performing these studies serves two goals:
(1) testing whether IFF-based CMD simulations could reproduce results of AIMD
simulations and (2) testing the importance of time- and length-scales beyond those

permitted by AIMD for the sampling of thermalized water structures at interfaces.
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2. Computational details

2.1. Classical Molecular Dynamics (CMD) Computations

CMD simulations were performed with the LAMMPS software package [42].
The interatomic interactions were described by the interface force field (IFF) de-
veloped by Heinz et al. [28] and the SPC water model [43]. The interaction cutoff
distance was set to 12 A. Initial configurations of water on 2x2, 4x4, 6x6 and 8x8
Pb(100) surface unit cells were obtained by either DFT geometry optimization cal-
culations (previously published or computed here) or random placement of water
molecules, using the PACKMOL package [44]. More details on the configuration
of water on the Pb surface will be given in the next section. MD simulations of
a single water layer were performed at a temperature of 140 K under NVT con-
ditions, using a timestep of 1 fs and a Nose-Hoover thermostat with temperature
dumping parameter of 100 fs. This temperature was selected because it repre-
sents the desorption temperature of a single water layer [14] and was applied in
the reference AIMD simulations [41]. For multiple water layers we performed
CMD simulations at ambient temperature (300 K). In order to fully equilibrate the

simulated systems, we produced 1000 ps long trajectories.

2.2. Density Functional Theory (DFT) Computations

Periodic DFT calculations of the 2x2 Pb(100) surface were performed using
the Quantum-ESPRESSO package [45]. In order to allow direct comparison of
our results with the DFT-AIMD study of Lin et al. [41], which we call here ref-
erence data (RD), we initially applied very similar computational setup with the
PBE exchange correlation functional [46] and the plane wave cut-off energy of 50
Ry. We notice that our value is larger than the value of 30 Ry that had been used

by Lin et al. [41], but we found that the higher value is required to assure proper
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convergence of the electronic ground state energy. This difference may be a reason
for some disagreements between our results and those of Lin et al. [41], which we
discuss in Section 3.1. The projector augmented wave (PAW) method was used to
describe the core electrons [47]. The 2x2 Pb(100) surfaces represented by a five-
layers slab were created using the atomic simulation environment (ASE) [48]. To
preserve the bulk-like environment, the two bottom Pb layers were kept fixed dur-
ing the geometry optimization, while the other three layers were allowed to relax.
A 20 A vacuum space was created between the periodically repeated slabs to avoid
any undesired interactions between them. A Monkhorst—Pack [49] 4x4x1 k-point
grid was used. The calculated bulk Pb lattice constant of 5.03 A is comparable to
the measured value of 4.95 A [34], and the observed overestimation of the lattice

parameter is a usual feature of the PBE exchange-correlation functional [50].

3. Results and discussion

3.1. DFT calculations

We constructed the initial structures for CMD simulations using standard DFT
calculations. For this purpose we performed DFT calculations with gradually in-
creasing number of H,O molecules added on the Pb(100) 2x2 surface unit cell. The
adsorption energy per water molecule, E,;,, was calculated for each configuration

as:

Eaas = (Etor — Esurf = n* Eyarer,iso)/ 1, (D

where E;;, Egurr and E,eriso are the energies of the Pb-water system, the bare
Pb(100) surface, and an isolated water molecule; 7 is the number of water molecules.

A negative value of E 4, indicates stable surface adsorption.
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Figure 1: Top and side views of the computed water structures on Pb(100) surface ranging from a
water coverage (in number of H,O per unit surface) of (a) 1.25 to 1.00 and (b) 1.25. For comparative
reasons, we also displayed the RD water structure of Lin et al. [41]. The corresponding DFT ad-
sorption energies per water molecule are also provided. The relevant adsorption energies computed
with the IFF are compared to the reported DFT values in Table S9. Red, white and grey colors mark

oxygen, hydrogen and lead atoms, respectively.

The results for the most stable configuration with up to five surface water
molecules are presented in Figure 1. A single water molecule adsorbs prefer-
entially on the surface hollow site with one of its hydrogen atoms orientated to-
ward the four-fold hollow site. The computed adsorption energy of a single water
molecule is -0.09 eV, which indicates a very weak water-surface interaction. This
is consistent with the weakly hydrophilic character of the Pb surface [51].

For n = 2, one of the water molecules is located near the top Pb site, while

the second water molecule is located at the four-fold hollow site. The adsorption
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energy per water molecule is -0.22 eV, because of the stabilizing hydrogen bonding
between the two water molecules. Up until this point, both water structures and ad-
sorption energies are in good agreement with the RD study. However, when adding
the third adsorbed water molecule on the Pb(100) surface, a different configuration
is found. Instead of the RD isolated triangular structure, we obtained a stripe-like
structure. The average distance between water molecules remains at 2.74 A, which
is slightly smaller than in the water dimer configuration and in good agreement
with the RD. E_4 is -0.37 eV, while Lin et al. [41] obtained a weaker adsorption
energy of -0.27 eV. For a water coverage of four water molecules, we obtained a
water structure that shows a decamer network (E,;,=-0.40 eV), while RD show a
stripe-like structure (E,;,=-0.36 eV).

For a configuration with 5 water molecules we looked more closely at the dif-
ference between our water structure and that of RD, as this configuration is later
used as the initial configuration for the classical MD simulations. While RD show a
water network consisting of rectangles and distorted hexagons, our water structure
consists of a mixture of pentamers and nonamers. We replicated the RD structure
(see Figure S1 in the Supporting Information) and compared it to our most stable
structure. In addition to the different water network, the adsorption energy of our
structure is E,y; = —0.42eV, while our calculations of the RD structure gave a
slightly smaller adsorption energy of —0.38 eV. The difference in E,;; can be ex-
plained by the larger number of hydrogen bonds in our water network (6 hydrogen
bonds per unit cell) than in the RD network consisting of rectangles and distorted
hexagons (5 hydrogen bonds per unit cell). In the analysis we assumed forma-
tion of hydrogen bonding when the intermolecular O-H distance is smaller than
2.1A. The configurations with 6 or more water molecules could not be stabilized,
with additional molecules being pushed up out of the surface water layer. The

corresponding water adsorption energies computed with the IFF for all the cases
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discussed above are provided in Table S9. These are very similar to the reported
DFT values and both sets of results show identical trend with increasing number of
water molecules.

To summarize our ab initio investigation, we have observed some differences
from RD studies [41] for local stable water network configurations using unit cells
with 3, 4 and 5 water molecules. This led us to two different initial configurations
for classical MD simulations, which shows that it is not trivial to find a correct wa-
ter structure with the applied ”by hand” method. In that respect, MD simulations
could be valuable for finding an equilibrium water structure. We thus selected the
two obtained structures at n = 5 (ours and RD) as the initial structure for CMD

simulations of a full water monolayer on the Pb(100) surface.

3.2. Classical Molecular Dynamics (CMD) simulations of single water layer

To evaluate the feasibility of IFF-based CMD for the investigation of water
structures on the Pb(100) surface, we selected the two water structures with n = 5,
computed with DFT as the initial configurations (ours and RD, see Section 3.1).
As CMD allows for much longer simulation times than AIMD, we ran simulations
for 1000 ps (compared to 8 ps AIMD runs [41]). We will show that such a long
simulation time is necessary to ensure well equilibrated surface water structures.

The CMD simulation results are presented in Figures 2 and S3. Using the RD
water structure as the initial configuration, we obtained a good agreement between
CMD simulations and the AIMD data. At 8 ps, AIMD and CMD simulations show
a water network consisting of rectangles and distorted hexagons (Figure 2 (a)). This
water network comprises of one H-up water (one hydrogen of the water molecule
pointing away from the surface) and one H-down water (one hydrogen of the water
molecule pointing towards the surface). However, detailed analysis of the structural

evolution along the MD trajectory, as represented by Figure S3(a) (and related Fig-



186

187

188

189

190

191

192

193

194

195

0ps 8 ps 10 ps 100 ps 1000 ps

@ rgecqgocea

M PO O™
. .
poMIOMNAE

(b)

Ao Are Ay
oty S’

>
.
.
.,
>
.
.
.
»
.

v A'e
K
S

ooty Boaty B0t

Figure 2: Snapshots of CMD simulations of single water layer on Pb(100) surface using (a) RD
structure [41] and (b) our DFT structure as initial conditions, in side and top views at different
time steps. The water coverage is 1.25/unit surface. Red, white and grey colors represent oxygen,

hydrogen and lead atoms, respectively.

ures S3 (b)-(d) obtained from simulations with larger surface cells) clearly shows
that 8 ps is too short to ensurre equilibration; the equilibrium is reached only after a
few hundred picoseconds. Thus, the water network that consists of rectangles and
distorted hexagons transformed substantially after short simulation time. At 10 ps,
a network consisting of pentamers and nonamers formed, agreeing well with our
DFT-based initial configuration (Figure 2 (b)). While the water network of pen-
tamers and nonamers transforms into a more disordered structure at 100 ps, it is
restored at 1000 ps. The time evolution (Figure S3(a)) shows that this structure is
dominant, with an occurrence level at ~ 50% (Table 1). Based on the trajectory

analysis, at 1000 ps the system has reached thermal equilibrium (Figure S2.1 and
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S3(a) in the Supporting Information). Thus, based on these findings we conclude
the following: (1) CMD simulations are capable of recreating the same water struc-
ture as the AIMD simulations at the same simulation time scale, (2) a few ps long
AIMD simulations are not sufficient to attain equilibrated water structures and (3)
our DFT-based water structure closely resembles the final structure obtained with
CMD at 1000 ps.

In order to test further the thermal stability of the proposed structure, we ran
the CMD simulations taking our DFT-based structure as the initial configuration.
Figure 2 (b) shows snapshots of classical MD simulations for this case. After 1000
ps the initial structure was preserved, indicating its stability. Interestingly, at 10
ps we observe a transition from the mixed pentamer and nonamer water structure
to a rectangular and distorted hexagonal water network (i.e., the RD structure).
This indicates that the RD water network is an intermediate or a metastable state.
The analysis of the structural evolution along the entire CMD trajectory indicates
that such a structure occures with a probability of only 8% (Table 1). This is a
consequence of the energy difference between the two structures (0.04 eV (DFT),
0.03 eV (IFF), Table S10), as already discussed in the previous section.

We also ran CMD simulations using a random initial water configuration gen-
erated with the aid of PACKMOL package (see Figure S4 in the Supporting in-
formation). Even starting with a random initial water configuration, after 1000
ps we obtained a mixed pentamer and nonamer water structure. This observation
strengthens our finding that the mixed pentamer and nonamer network is the most
stable water structure in the equilibrium state at the 2x2 surface unit cell.

To further quantify the differences in the obtained water structures, we ana-
lyzed the distance of the water layer to the Pb(100) surface as presented in Table
2. The first row in Table 2 ("DFT”) represents the stable water structure obtained

in our DFT calculation. (Figure 2 (b) at 0 ps). The first oxygen atom is located

10
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Table 1: Statistical occurrence of different water network polygons at the Pb(100) surface simulated
with single water layer and different surface unit cells. Analysis was performed on equilibrated parts

of trajectory (from 500ps to 1000ps). The most frequently occuring polygons are marked in bold.

The errors are computed as standard error of the mean (confidence level of 68%).

Surface
Relative occurrence of polygons [ %]

size

Triangle Rectangle Pentagon  Hexagon  Heptagon Octagon  Nonagon
2x2 48+19 80+25 395+40 40+23 00+00 80=x28 357=+44
4x4 55+06 285+14 338+11 190+14 112+14 15+05 05+03
6x6 36+04 412+08 321+09 113+06 60+05 52+05 06+02
8x8 24+02 523+08 263+0.7 102+05 55+04 20+£02 13+02

at 3.34 A above the Pb surface, while the maximum Pb-O distance is at 4.51 A.
Optimization with the IFF, initialized with that structure, places the water layer

in closer proximity to the surface, with the Pb-O distance ranging from 2.55 A to

3.38A.

Table 2: Comparison of first layer water molecules-Pb(100) surface distance simulated with the 2x2
surface unit cell using different computational methods. The first two rows show results for water
configurations obtained with DFT and DFT+D3 (dispersive corrections). The last row shows the

result for the water structure arrived at via IFF optimization that started from an initial geometry

optimized by DFT.
Computational Range of Average
method Pb-O distance [A] Pb-O distance [A]
DFT 3.34 -4.51 3.81
DFT + D3 3.20-4.21 3.63
IFF (DFT) 2.55-3.38 3.09

From our analysis of the water-metal distance we conclude that, even though
we are able to find identical water structures in MD and DFT calculations (mixed

pentamers and nonamers water structure), the Pb-O distances found with the IFF

11
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differ significantly from those found with DFT. It is known that adding dispersion
correction to DFT may be crucial to assure the stability of water structures on metal
surfaces [52]. However, adding dispersion corrections in our case ("DFT + D3”)
does not change the structure of the water network (Figure S5 in the Supporting
Information). However, it shifts the Pb-O distances slightly to lower values (Table
2), yet not enough to reconcile CMD and DFT Pb-O distances. The main reason
for the deviation between our IFF-based and DFT simulations is an inadequate or
incomplete description of water-surface interactions. Berg et al. [9] and Steinmann
et al. [29] discussed the difficulty of the IFF to correctly capture the Pb-H inter-
actions. Polarization effects, which are crucial for the correct description of metal
surface-adsorbate interactions [53], are not accounted for in the IFF applied here.
Nevertheless, the water structure is determined mainly by the applied water model
and the distribution of surface Pb atoms is determined by the lattice parameter, to
which water layer tries to accommodate. It should not be affected by the strength of
direct interactions between surface atoms and water molecules, which determines

mainly the distance of the water layer from the surface.

3.2.1. Surface size effect

Another aspect that we test here is the effect of size of surface cell model on the
water structures at the Pb(100) surface. For larger surface cells, we have to resort
to CMD simulations since the AIMD approach becomes prohibitively expensive.
Figure 3 shows geometry snapshots at different CMD timeframes for 4x4, 6x6 and
8x8 surface unit cells, using as the initial water structure the configuration obtained
with the 2x2 surface unit cell model (Figure 2 (b) at O ps). For all three surface
sizes, we observe a quick destabilization of the mixed pentamer and nonamer water
structure. Interestingly, no ordered structure is obtained after 1000 ps in all the

cases. Instead, a large cavity is formed. The cavity can be easily filled out with
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Table 3: Statistical occurrence of different water network polygons at Pb(100) surface simulated
with thick water slab at different surface unit cells. Analysis was performed on equilibrated parts of
trajectory (from 500ps to 1000ps). The most frequently occuring polygons are marked in bold. The

errors are computed as standard error of the mean (confidence level of 68%).

Surface
Relative occurrence of polygons [ %]

size

Triangle Rectangle Pentagon  Hexagon  Heptagon Octagon  Nonagon
2x2 85+35 59+26 467+68 0000 00+00 17+x18 37.2+6.8
4x4 94+10 16912 247+1.7 21.2+15 120+12 6610 92=+1.2
6x6 95+06 17.3+08 275+12 207+10 11.0+08 68+05 72+0.7
8x8 81+04 171+0.6 257+0.7 193+0.7 115+06 9.6+05 87=+06

additional water molecules, which indicates more denser water layer than the one
obtained when simulating the 2x2 surface.

To derive such a structure we filled up the water cavity with additional water
molecules until a full monolayer of H,O is formed. The procedure we applied to
fill up the water cavity is described in more details in Figure S6 in the Supporting
Information. After filling up the first water layer, we ran CMD simulations to
equilibrate the structures. Figure 4 shows the variation of the water density along
the normal to the Pb surface for the computed surface unit cells. It is evident that in
case of the 2x2 surface unit cell the first density peak (at 3 A) is sharper and shifted
slightly to the left, as compared to the broader peaks obtained for larger simulated
surface cells. The sharper peak indicates overstructuring of the water layer. It is
clear that for a realistic description of water structures, at least a 4x4 surface unit
cell should be used. Table 4 compares the number of H,O molecules in the first
layer for each surface configuration. We found that the 4x4, 6x6 and 8x8 structures

incorporate ~ 1.5 H,O molecules/unit surface area, while the 2x2 surface unit cell

13
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Figure 3: Snapshots of CMD simulations of single water layer simulated with the (a) 4x4, (b) 6x6 and
(c) 8x8 Pb(100) surface unit cells, in side and top views at different time steps. The water coverage
for all configurations is 1.25/unit surface. Red, white and grey colors represent oxygen, hydrogen

and lead atoms, respectively.

allows for only 1.25 H,O molecules/unit surface area. This shows a clear limitation
of using the small 2x2 surface unit cells for investigation of water structure on
metal surfaces. Figures S3 (a)-(d) show the structural evolution of the surface
water layer. The frequency of appearances of different structural configurations are
given in Table 1. It is clear that rectangle-pentagon configurations prevail in all
cases. It is also evident that, as in the case of 2x2 cell, equilibration is very slow

and takes a few hundred picoseconds. Such a long simulation times are currently

14
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Figure 4: Water density distribution of first layer H,O molecules on Pb(100) surface obtained with

2x2, 4x4, 6x6 and 8x8 surface unit cells. The results from simulations of single water layer.

prohibitive for any AIMD simulations on a reasonable computational resources.

3.3. CMD simulations of thick water slab

In order to obtain the most realistic water structure we filled up the entire vac-

uum layer with H,O molecules and ran the MD simulations at a temperature of

300K. We fixed the water density to 1 g/L. for all simulations. Figure 5 shows

the obtained atomic density profile for oxygen along the normal to the Pb sur-

face. As in simulations with a single water layer, we observe a slight deviation of

the water density profile obtained with the 2x2 surface unit cell. While there is

15
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Table 4: Number of H,O molecules (per surface unit cell) in the surface water layer at Pb(100) for

different surface unit cells. A single water layer was considered.

Surface
No. of H,O molecules
size
2x2 1.25
4x4 1.56
6x6 1.56
8x8 1.53

a good agreement in the height and location of first peak (at ~ 3 A), the second
peak is slightly higher. In addition, the remaining peaks are on average much more
“dispersed” than the density profiles obtained with larger surface unit cells show.
This strengthens the argument that the 2x2 surface is too confined for simulations
of “realistic” water structures. Nevertheless, the water density profiles are in good
agreement with the density profiles at water-metal interfaces found in other simula-
tions [53, 54, 9]. Table 5 shows the obtained density of first layer water molecules.
For all surface cell sizes the number of first layer water molecules is very similar
(~ 1.5 A), and consistent with that obtained from the single layer studies with large
surface cells (Table 4). Results of the statistical analysis of structural evolution of
the surface water layer are provided in Table 3. It qualitatively resembles the one
obtained with a single water layer and shows the appearance of rectangle-pentagon
structure. This validates the computational approaches that employs a surface wa-

ter layer to simulate the effect of surface hydration [20, 21].

3.4. CMD simulations of water structure on Pb(111)

We have conducted CMD simulations with a single layer of H,O and the cell

filled completely with H,O of 1g/L density for the Pb(111) surface. In these, we

16
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Figure 5: Water density distribution obtained with different surface unit cells for the Pb(100) surface.

The results from simulations with thick water slab.
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Table 5: Comparison of number of first layer H,O molecules at Pb(100) surfaces obtained from

simulations of different surface unit cell sizes. The results from simulations with thick water slab.

Surface
No. of H,O molecules
size
2x2 1.52
4x4 1.48
6x6 1.48
8x8 1.45

observe a higher instability of the water layer on the Pb(111) surface compared
to the Pb(100) surface (Figure S2.2 in the Supporting Information). Comparison
of the equilibrated water layer structures at Pb(111) and Pb(100) surfaces reveals
the formation of a water bilayer on the Pb(111) surface, which was not seen at
Pb(100). This agrees with the RD [41]. As illustrated in Figure 6, in the case of
the inter-slab space completely filled with water, the density profile of water on
the Pb(111) surface shows some differences in the height of the first two peaks
compared to the Pb(100) surface. The first peaks are much more pronounced in the
case of the Pb(111) surface, indicating the greater distance between first two water
layers. This was also observed in the RD AIMD simulations [41]. Furthermore, the
interfacial density of H,O varies between both Pb surfaces, with the Pb(100) and
Pb(111) surfaces having the surface water layer density of 1.50 and 1.25 per unit
surface, respectively. In general, the Pb(111) surface exhibits a weaker Pb-water

interaction than the Pb(100) surface, which is consistent with AIMD RD [41].

4. Conclusions

With the IFF-based CMD simulations we have performed a comprehensive in-

vestigation of water structures on the Pb(100) and (111) surfaces and found water
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Figure 6: Water density distribution obtained with 8x8 surface unit cell for the Pb(100) and Pb(111)

surfaces. The results from simulations with thick water slab.

structures that are consistent with those obtained with AIMD simulations, when ap-
plying similar simulation time and length constrains. However, we found that the
limited simulation time (up to a few ps) and small surface unit cells permitted by
the AIMD simulations cannot guarantee obtaining equilibrated water structures.
We obtained well-equilibrated water structures with much longer CMD simula-
tions (ns and longer vs. ps) and noticed that at least 4x4 surface unit cells must be
used to produce realistic water structures. We observed that the water-equilibrated
Pb(100) and (111) surfaces have 1.50 and 1.25 water molecules per unit surface,

respectively. On the other hand, although the IFF can correctly capture the water
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structure, the water-surface distance is significantly underestimated due to an in-

complete description of metal-adsorbate interactions. Nevertheless, the fact that

the surface water structure can be correctly reproduced by IFF is an important re-

sult, given the superior computational efficiency of CMD as compared to the AIMD

approach, a crucial factor for realistic equilibration and statistical sampling.
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