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This special issue is on Canonical Workflow Frameworks for Research (CWFR). A workflow refers to a 
sequence of activities, which may be more or less computer-based, used with regularity in the research 
process. CWFR aim to identify common patterns in such scientifically motivated workflows and to offer 
libraries of components based on FAIR Digital Objects as the integrative standard. Such CWFR components 
can be reusable independent of particular technologies, benefitting researchers in their daily work by 
making recurring activities more efficient, using automated workflow methods that would immediately 
create FAIR compliant data without adding burden.

It is the goal of this special issue to provide readers with a deep exploration of CWFR and how it relates 
to research driven workflows, to existing workflow technologies, and to the use of FAIR Digital Objects. 
This issue covers articles examining core research activities including experimentation, data processing 
and analysis, data management, reproducibility, and publication. The articles comment on CWFR and its 
relation to these workflows, either conceptually in view of the current research ecosystem and infrastructure 
or more practically, focusing on a specific implementation, design, tool, or context relating to CWFR. 

The contributing authors are experts in their area. They include researchers, data professionals, data 
managers and curators, IT specialists and others who are using, developing, or experimenting with the 
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effective use of canonical workflows and workflow patterns for data intensive research. As guest editors, it 
has been a privilege to work with such accomplished authors. 

It is our hope that this issue will stimulate further exploration of this subject. The papers in this issue 
address timely questions such as, what are the recurring patterns of work within or across institutions and 
research communities? What are the core elements of workflow technologies and how can they relate to 
the core ideas of CWFR? How well do existing integration standards and best practices address this? 
What is the potential of FDOs to support the goals of CWFR? How can research be protected against the 
ever-changing technological fashions?

Finally, we are grateful to the journal for the opportunity to publish this special issue and to Dr. Fenghong 
Liu, Managing Editor-in-Chief, for her skilled guidance and support.
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