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a b s t r a c t 

Sodium-ion batteries (SIBs) have recently been proclaimed as the frontrunner ’post lithium’ energy stor- 

age technology. This is because SIBs share similar performance metrics with lithium-ion batteries, and 

sodium is 10 0 0 times more abundant than lithium. In order to understand the electrochemical charac- 

teristics of SIBs and improve present-day designs, physics-based models are necessary. Herein, a physics- 

based, pseudo-two-dimensional (P2D) model is introduced for SIBs for the first time. The P2D SIB model 

is based on N a 3 V 2 ( P O 4 ) 2 F 3 (NVPF) and hard carbon (HC) as positive and negative electrodes, respectively. 

Charge transfer in the NVPF and HC electrodes is described by concentration-dependent diffusion coeffi- 

cients and kinetic rate constants. Parametrization of the model is based on experimental data and genetic 

algorithm optimization. It is shown that the model is highly accurate in predicting the discharge profiles 

of full cell HC//NVPF SIBs. In addition, internal battery states, such as the individual electrode poten- 

tials and concentrations, can be obtained from the model at applied currents. Several key challenges in 

both electrodes and the electrolyte are herein unraveled, and useful design considerations to improve the 

performance of SIBs are highlighted. 

© 2021 The Author(s). Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Several research groups and startups have recently shown great 

nterest in developing sodium-ion batteries (SIBs) [1] . SIBs are, at 

resent, regarded as the most promising complementary technol- 

gy to the ubiquitous lithium-ion batteries (LIBs) [2] . This is be- 

ause sodium is 10 0 0 times more abundant than lithium on the 

arth’s crust [ 3 , 4 ]. In addition, both battery types share similarities

n performance, physical structure, and manufacturing infrastruc- 

ure. As a result, the scientific knowledge and know-how accumu- 

ated in developing LIBs have been transferred in the past decade 

o accelerate the commercialization effort s of SIBs [5] . The most 

ncouraging outcome of this recent drive is the availability of a 

arge repository of cathode material choices for SIB applications, 

ll of which are based on earth-abundant elements [3] . Therefore, 
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hile LIBs are expected to continue to dominate in the mass mar- 

ets of electric vehicles [ 6 , 7 ], the SIB technology is expected to

everage its resource abundance and provide sustainable energy 

torage solutions in large-scale stationary applications [8] . 

The development of a new battery chemistry, such as the SIB, 

nd the design of control algorithms for battery management sys- 

ems (BMSs) is also dependent on accurate, physics-based models. 

uch models give reliable information regarding the performance 

f battery electrodes, thus enabling design improvements and per- 

ormance benchmarking. The development of physics-based mod- 

ls for porous insertion electrodes can be traced to the pioneer- 

ng work of West et al . [9] in the early 1980 s . This period inci-

entally coincided with the ’rocking chair’ battery design, in which 

wo insertion electrodes were used in commercial cells instead of 

etallic lithium anodes for safety reasons [10] . West’s model de- 

cribed the coupled transport of ionic species in the electrolyte and 

lectrode phases using the principles of the porous electrode the- 

ry, a theory which had been developed by Newman et al. [11] . 

owever, West’s model conceptualized a porous electrode as a 
under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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onolithic slab with straight pores and high conductivity. New- 

an et al . [ 12 , 13 ] later improved this simplified model structure

y treating electrode particles as a distinct phase in intimate con- 

act with the electrolyte. Using the principles of homogenization, 

he particles were treated as a macro-homogeneous phase. New- 

an’s model, therefore, provided the basic framework for the rig- 

rous treatment of charge transport in discrete and conceptually 

pherical electrode particles. This multi-phase, multi-scale coupling 

s often referred to as the pseudo-two-dimensional (P2D) model 

tructure because of the 1D representation of the electrode thick- 

ess and an additional, pseudo-dimension, representing the spher- 

cal radius of active particles at different electrode positions. 

Various P2D models have been applied to different battery 

hemistries, such as lead-acid and nickel-metal hydride [ 14 , 15 ]. Al- 

hough P2D models are widely accepted and demonstrate unparal- 

eled accuracy and reliability, there remain practical challenges to 

arametrize new chemistries and integrate the models in BMS mi- 

rocontrollers [16] . This is because the models are based on sys- 

ems of coupled partial differential equations (PDEs), which are 

omputationally expensive and potentially non-convergent during 

xecution [17] . This fundamental challenge has propelled a grow- 

ng trend of using reduced-order models such as single-particle 

odels [18–20] , equivalent circuit models [ 21 , 22 ], and data-driven 

emi-empirical models [ 23 , 24 ]. 

Details of the reduced-order battery models have been pub- 

ished in thematic reviews for the interested reader [ 25 , 26 ]. Nev-

rtheless, as models become increasingly simplified, the danger is 

btaining parameters that are detached from electrochemistry and 

hysics. In the end, the simplified models cannot be reliably used 

s predicting tools to improve cell design because the underly- 

ng parameters lack physical meaning and are not valid outside 

he conditions of model parametrization. Therefore, the develop- 

ent of physics-based models remains an important undertaking 

o understand internal battery dynamics and provide a link with 

xperimentally derived parameters. This development should care- 

ully consider all relevant electrochemical processes involved in the 

iven battery chemistry to achieve an accurate physical model. 

Herein, a physics based, P2D model of a SIB full cell is pre- 

ented for the first time to understand and improve the de- 

ign of this emerging battery chemistry. The experiments used 

o derive parameters of a SIB based on hard carbon (HC) as 

he anode/negative electrode and N a 3 V 2 ( P O 4 ) 2 F 3 (NVPF) as cath- 

de/positive electrode are described in a separate, preceding paper 

27] . The electrolyte is composed of 1 kmol m 

−3 NaP F 6 salt dis- 

olved in equal weight mixtures of ethylene carbonate (EC) and 

ropylene carbonate (PC), E C 0 . 5 : P C 0 . 5 (w/w) solvent. Based on 

he experimental evidence, the SIB electrode and electrolyte pa- 

ameters are concentration-dependent. As a result, concentration- 

ependent diffusion coefficients, kinetic rate constants, and con- 

uctivity are introduced to the P2D model. 

The full cell SIB model is scripted in MATLAB, which disposes of 

 global optimization toolbox to determine parameters that could 

ot be experimentally deduced. Using the genetic algorithm for the 

ptimization procedure, the SIB model is validated by comparing 

he simulation results with experimental voltage data for the pos- 

tive and negative electrode potentials. Analyses of the model re- 

ults reveal mass transport limitations in the 1 kmol m 

−3 NaP F 6 
 C 0 . 5 : P C 0 . 5 (w/w) electrolyte and in the HC and NVPF active par- 

icles. This can further guide the design of SIB systems, which are 

xpected to operate at high-power demanding applications. 

. Description of the system components 

Fig. 1 shows a detailed layout of a three-electrode SIB setup 

omposed of an HC negative electrode, a separator, an NVPF pos- 

tive electrode, and a metallic sodium reference electrode (Na-RE). 
2 
hese are assembled in a PAT-Cell (EL-Cell GmbH). HC and NVPF 

lectrodes, in this case, act as two working electrodes, and the 

a-RE acts as reference electrode of the first kind. The Na-RE is 

arefully positioned between the two working electrodes for ac- 

urate potential measurements while being electronically isolated 

rom either electrode by the separator. 

The thickness of the negative electrode, the separator, and the 

ositive electrode are δn = 64 , δs = 25 and δp = 68 [μm], respec- 

ively. Based on experimental scanning electron micrographs, the 

verage radii of the HC and NVPF electrode particles are R n = 3 . 48

nd R p = 0 . 59 [μm], respectively [27] . R n is, therefore, 6 times 

arger than R p on average. Both electrodes additionally contain 

raphitic conductive additives in order to enhance the electrical 

onductivity of the composite electrodes. These are represented in 

ig. 1 by the black spheres. More conductive additives are needed 

n the NVPF positive electrode because of the low electronic con- 

uctivity of the NVPF material [ 28 , 29 ]. 

Fig. 1 also shows the cable connections from the potentiostat to 

he three electrodes for automated cycling and cell voltage mea- 

urements. A current I app [A] is specified in the potentiostat pro- 

ram to either charge or discharge the SIB. The Na-RE is connected 

o a high impedance lead of the potentiostat, which ensures a 

ery low current passes through the RE. The three-electrode setup, 

herefore, allows for the accurate determination of individual elec- 

rode potentials v s. Na-RE. As a result, positive electrode potential 

 V p ), and the negative electrode potential ( V n ), can be deconvo- 

uted from the full cell voltage ( V bat ) at different values of I app . 

From a modeling perspective, this knowledge of the individual 

lectrode potentials is important for two reasons. First, the param- 

ters for both electrodes can be independently optimized instead 

f relying only on V bat , which is a combination of the two elec- 

rode potentials. In this way, parameters for the individual elec- 

rodes can be independently optimized. Second, the number of 

imultaneously optimized parameters is reduced, which increases 

ptimization speed and model fidelity. Care, however, must be ex- 

rcised on the position of the reference electrode to minimize 

verpotentials and voltage crosstalk between the anode and the 

athode. 

. Model description 

In the isothermal P2D model described herein, the active parti- 

les are considered spherical. Another assumption is that the par- 

icle sizes are homogeneous and represented by the average parti- 

le radius. The model variables include the Na-concentration ( c θ,m 

), 

he potential ( ϕ θ,m 

), and current ( i θ,m 

). The subscript θ symbol- 

zes the phase of the variable, which can either be the solid phase 

 θ = 1 ) or the liquid/electrolyte phase ( θ = 2 ), subscript m symbol-

zes the domain inside the battery stack, which can either be the 

egative electrode ( m = n ), the positive electrode ( m = p) or the

eparator ( m = s ). 

.1. Mass transport in electrode particles 

Fick’s second law expresses the time-dependent radial transport 

f intercalated N a + inside the electrode active particles 

∂ c 1 ,m 

∂t 
= 

1 

r 2 m 

∂ 

∂ r m 

(
D 1 ,m 

r 2 m 

∂ c 1 ,m 

∂ r m 

)
, ∀ t, m = { n, p } , 0 ≤ r m 

≤ R m 

, 

(1) 

here c 1 ,m 

is the concentration of the intercalated N a + [ mol m 

−3 ], 

 1 ,m 

is the solid-state diffusion coefficient [ m 

2 s −1 ], r m 

is the par- 

icle radius [m], and t is time [s]. At the particle surface ( r m 

= R m 

)

nd at the center ( r m 

= 0 ), the flux/Neumann boundary conditions 
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Fig. 1. HC//NVPF full cell configuration and potentiostat connections to the microporous battery SIB electrodes. 
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re applied to Eq. (1) , implying 

D 1 ,m 

∂ c 1 ,m 

∂ r m 

| r m = R m = j m 

, m = { n, p } (2) 

∂ c 1 ,m 

∂ r m 

| r m =0 = 0 , m = { n, p } (3) 

here j m 

is the interfacial flux of species [ mol m 

−2 s −1 ]. The 

oundary conditions in Eqs. (2) and 3 express the surface reac- 

ion flux and spherical symmetry, respectively. An initial condition 

s further required for the particle phase concentrations, which is 

efined as 

 1 ,m 

( r, t = 0 ) = c 0 1 ,m 

, m = { n, p } (4) 

here c 0 
1 ,m 

is the initial N a + concentration inside electrode parti- 

les. c 0 
1 ,m 

depends on the initial state-of-charge (SOC) of the active 

aterials. 

In the case of N a + intercalation with constant D 1 ,m 

and R m 

, 

qs. (1) to 4 can be solved by fast analytical methods [ 30 , 31 ]. R m 

hanges in intercalation active materials are generally very low. 

n the case of NVPF and HC electrode materials, unit cell vol- 

me changes of approximately 2% have been reported [32] . How- 

ver, experimental and modeling galvanostatic intermittent titra- 
3 
ion technique (GITT) results showed that D 1 ,m 

is strongly de- 

endent on c 1 ,m 

[ 27 , 33 , 34 ]. In other studies, D 1 ,p has also been

hown to vary by two orders of magnitude [33] . For this reason, 

 concentration-dependent D 1 ,m 

is used for the NVPF//HC SIB. As a 

esult, the numerical method of the hybrid backward Euler control 

olume method (HBECV) is applied instead of the analytical meth- 

ds. The HBECV obtains fast and accurate solutions and has been 

eported before elsewhere [35] . 

.2. Electrode kinetics model 

At the particle surface, the electrode kinetics can be described 

y the Butler-Volmer expression [36] 

j m 

= j 0 ,m 

[
c s 1 ,m 

c̄ 1 ,m 

exp 

(
αF 

RT 
ηct 

m 

)
− c max 

1 ,m 

− c s 1 ,m 

c max 
1 ,m 

− c̄ 1 ,m 

c 2 
c̄ 2 

exp 

(
− ( 1 − α) F 

RT 
ηct 

m 

)]
, 

 = { n, p } (5) 

here j 0 ,m 

is the exchange flux density of Na-ions across the elec- 

rode surface of the electrode particles [ mol m 

−2 s −1 ], α is the an- 

dic transfer coefficient [-], R the gas constant [8.314 J mo l −1 K 

−1 ], 

 the temperature [K], F Faraday’s constant 95,485 [ C mo l −1 ], ηct 
m 

he charge transfer overpotential, c s 
1 ,m 

, c max 
1 ,m 

and c̄ 1 ,m 

the surface, 

aximum and average concentrations of intercalated N a + in the 
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lectrode particles, respectively [ mol m 

−3 ], and c 2 and c̄ 2 are the 

nstantaneous and average concentrations of N a + in the electrolyte 

hase, respectively, [ mol m 

−3 ]. j 0 ,m 

can be expressed as 

j 0 ,m 

= F k m 

(
c max 

1 ,m 

− c̄ 1 ,m 

)αa 

( ̄c 2 ) 
αa ( ̄c 1 ,m 

) 
αc , m = { n, p } (6) 

here k m 

is the charge transfer rate constant [ m 

2 . 5 mo l −1 . 5 s −1 ]. 

he charge transfer overpotential, ηct 
m 

can then be expressed as 

ct 
m 

= ϕ 1 ,m 

− ϕ 2 ,m 

− U m 

(
c s 1 ,m 

, T 
)
, m = { n, p } (7) 

here ϕ 1 ,m 

, ϕ 2 ,m 

and U m 

are the electrode, electrolyte, and equi- 

ibrium potentials (EMF), respectively [V]. The EMF potentials for 

oth the HC and NVPF electrodes were experimentally determined 

s described in an accompanying publication [27] . 

.3. Current distribution 

Throughout the separator and porous electrode regions, the cur- 

ent is distributed between the electronic current density ( i 1 ,m 

) 

nd the ionic current density in the solid and electrolyte phases 

 i 2 ,m 

). Both i 1 ,m 

and i 2 ,m 

are related to the total applied current 

ensity i app = I app / A cc as 

 app = i 1 ,m 

+ i 2 ,m 

, ∀ m. (8) 

Eq. (8) is a form of charge conservation law. 

i 1 ,s = 0 in the separator region where m = s 

 app = i 2 ,s . (9) 

At the current collector boundaries of the porous electrodes 

 2 ,n | x =0 = i 2 ,p | x = L = 0 . (10) 

The boundary condition in Eq. (10) specifies that only an elec- 

ronic current is present at the current collectors. Applying Eq. (8) , 

herefore, results in 

 app = i 1 ,n | x =0 = i 1 ,p | x = L . (11) 

In the porous electrodes where m = { n, p } ), i 1 , m 

can be modeled 

y Ohm’s law 

 1 , m 

= −σ e f f 
m 

∂ ϕ 1 , m 

∂x 
, m = { n, p } (12) 

here σ e f f 
m 

is the effective electronic conductivity in the porous 

lectrode [ 	−1 m 

−1 ]. In addition, the derivative of i 2 ,m 

is propor- 

ional to j m 

in Eq. (5) . This relation is expressed as 

∂ i 2 ,m 

∂x 
= a m 

F j m 

, m = { n, p } (13) 

here a m 

is the electrode active surface area, volume ratio [ m 

−1 ]. 

 m 

is calculated from the particle radius and the electrode porosity 

s 

 m 

= 

3 

(
1 − ε el 

m 

− ε f il l er 
m 

)
R m 

, m = { n, p } (14) 

here ε el 
m 

and ε f il l er 
m 

are the electrolyte and additive filler volume 

ractions, respectively. ε f il l er 
m 

includes the binder and conductive 

ller additives. 

.4. Electrolyte potential and mass distribution 

The dilute solution theory governs the electrolyte potential dis- 

ribution in the liquid electrolytes. This theory is based on the 

ernst-Planck equation, a classical description of the transport of 

harged ionic species in electrolyte media [37] . The dilute solu- 

ion theory essentially considers binary interactions between ionic 

pecies and the solvent and neglects ion-ion pairing effects [38] . 

Because the NaP F 6 E C 0 . 5 : P C 0 . 5 (w/w) electrolyte does not show 

xtensive ion-pairing effects in the concentration range of 0 to 
4 
 mol k g −1 as earlier determined [39] , electrolyte potential can 

hus be modeled by the expression [40] . 

 2 ,m 

= −κeff 
m 

∂ ϕ 2 , m 

∂x 
+ 

κeff 
m 

RT 

F 
( 1 − 2 t + ) · ∇ ln c 2 , ∀ m (15) 

here κeff 
m 

is effective ionic conductivity in the electrolyte in cell 

omain m [ 	−1 m 

−1 ], and t + is the cationic transference number 

-], defined as the fraction of i 2 ,s due to cationic migration in the 

bsence of diffusion and convection forces. The definition of ϕ 2 , m 

esults in the multiplier ( 1 − 2 t + ) , which is different from the mul- 

iplier 2( 1 − t + ) used in other works [41] . 

A Dirichlet boundary condition is thus defined for the elec- 

rolyte potential at the anode 

 2 ,n | x =0 = 0 (16) 

Eq. (16) sets ϕ 2 ,n as the reference potential for all potential dif- 

erence measurements. Another option is to set ϕ 1 ,n | x =0 = 0 , which 

s equivalent to grounding the anode. In either case, the position 

nd choice of the reference potential do not affect the overpoten- 

ials and the overall cell voltage [12] . However, the convenience of 

he boundary condition in Eq. (16) is that electrode potentials ϕ 1 ,n 

nd ϕ 1 ,p have values similar to those obtained experimentally us- 

ng a reference electrode of the first kind. This property makes the 

odel validation based on individual electrode potentials using the 

a-RE straightforward. 

The electrolyte concentration mass balance in the porous elec- 

rode region is expressed as 

∂ c 2 
∂t 

= 

∂ 

∂x 

(
D 

e f f 
2 ,m 

∂ c 2 
∂x 

)
+ ( 1 − t + ) a m 

j m 

, ∀ t, m = { n, p } (17) 

nd in the separator region as 

∂ c 2 
∂t 

= 

∂ 

∂x 

(
D 

e f f 
2 ,s 

∂ c 2 
∂x 

)
, ∀ t (18) 

here D 

e f f 
2 ,m 

is the effective diffusion coefficient in the electrolyte 

ased on thermodynamic driving forces [ m 

2 s −1 ]. D 

e f f 
2 ,m 

is a func- 

ion of c 2 , the electrolyte concentration and therefore should not 

e factored out of the brackets. For a binary electrolyte, D 

e f f 
2 ,m 

is 

qual to the harmonic mean of the anionic and cationic diffusion 

oefficients [40] . 

Two symmetrical Neumann boundary conditions are needed to 

esolve the concentration profile. These are expressed at the neg- 

tive electrode/current collector boundary ( x = 0 ) and at the posi- 

ive electrode/current collector boundary ( x = L ) as 

∂ c 2 
∂x 

| x =0 = 0 , (19) 

∂ c 2 
∂x 

| x = L = 0 . (20) 

Boundary conditions Eqs. (19) and 20 state that there is no flux 

f ionic species at the current collector/electrode interface. These 

re identical in the case of a full cell battery with two porous elec- 

rodes. 

In addition, an initial condition is needed for c 2 , which is de- 

ned as 

 2 ( x, t = 0 ) = c 0 2 , (21) 

here c 0 
2 

is the initial concentration at rest/equilibrium, equal to 

 kmol m 

−3 . Based on experimental conductivity studies, the con- 

uctivity of NaP F 6 in E C 0 . 5 : P C 0 . 5 (w/w) electrolyte is also highest 

round this concentration [39] . 



K. Chayambuka, G. Mulder, D.L. Danilov et al. Electrochimica Acta 404 (2022) 139764 

Fig. 2. Control volume method showing the microscopic mass balance and interface discretization for the boundary of the separator and porous electrode. 
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.5. Relation between bulk transport properties and porous electrode 

roperties 

Bulk properties such as the diffusion coefficients and the elec- 

rode conductivity need to be related to the volume fraction of 

he bulk material in the porous electrode. The Bruggeman correla- 

ion [42] is herein used to define the effective electrolyte transport 

roperties of conductivity and diffusion coefficient 

eff 
m 

= (ε el 
m 

) 1 . 5 · κ, ∀ m, (22) 

 

eff 
2 ,m 

= (ε el 
m 

) 1 . 5 · D 2 , ∀ m (23) 

here κ and D 2 represent the bulk electrolyte conductivity and 

iffusion coefficient, separately determined by conductivity exper- 

ments and the advanced electrolyte model (AEM) version 2.19.1 

39] . The AEM is a statistical-mechanics-based simulation model 

or determining electrolyte properties [43–45] . 

A brief discussion on the Bruggeman exponent value of 1 . 5 in 

qs. (22) and 23 is necessary. This exponent includes a hidden fac- 

or of 1, which correlates the bulk electrolyte concentration to the 

orous media concentration 

 2 ,m 

= ε el 
m 

· c 2 , (24) 

here c 2 ,m 

is the electrolyte concentration, which includes the vol- 

me of the solid phases in porous media [ mol m 

−3 ]. It is equally 

alid to use the Bruggeman exponent of 0.5, in which case, the cor- 

elated c 2 ,m 

is used in the model equations. The advantage, how- 

ver, of using the uncorrelated concentration c 2 is that electrolyte 

oncentrations in different cell domains can be treated as continu- 

us functions. 

The Bruggeman correlation was nevertheless not used for 
e f f 
m 

since there was no prior knowledge of the bulk electrode con- 

uctivity and the electrode porosity was not fixed. Therefore, the 

ptimization of the electrode conductivity was performed for the 

ffective property without including a correlation. 

.6. Modeling interfaces 

The first-order and second-order PDEs in the electrolyte were 

iscretized by a finite difference method (FDM). Because of poros- 

ty differences in the battery domains, the transport properties can 

hange across the interface. Thus the FDM mass balance may be 

naccurate across the interface. To overcome this, some authors 

ave proposed an effective interfacial diffusion coefficient [12] . In 
5 
his work, however, a control volume method (CVM) was used 

o discretize the interfacial boundary of the separator and porous 

lectrode. Detailed descriptions of the CVM have been published 

46] . For the interested reader, Botte et al . [ 47 , 48 ] compared the

DM and the CVM in battery modeling applications. In general, the 

VM results in perfect mass conservation across the interface. To 

btain the concentration at the interface node, an imaginary con- 

rol volume is defined across the interface node, and fluxes across 

he faces of the imaginary volume are calculated, assuming a lin- 

ar concentration profile. Fig. 2 illustrates the elements of the CVM 

erein used to derive the interfacial concentration. 

The interfacial concentration at the negative electrode/separator 

nterface can therefore be determined as 

∂c 

∂t 
| b = 

1 

( ε n �x n + ε s �x s ) 

×
[

2 D 

eff 
2 ,s 

∂c 

∂x 
| e − 2 D 

eff 
2 ,n 

∂c 

∂x 
| w 

+ a n j n �x n ( 1 − t + ) 

]
, (25) 

here �x n and �x s are the node spacings in the negative elec- 

rode and separator [m], respectively, while b, e, and w are repre- 

enting the interface, the outermost east boundary, and the west 

uter boundary of the imaginary control volume, respectively. A 

imilar mass balance in a control volume expression can be de- 

ived at the positive electrode/separator interface. 

.7. Battery voltage 

Finally, a Dirichlet boundary condition for the electrode poten- 

ial on each electrode must be considered [49] . Suppose that the 

lectrode potentials at the left boundary of each porous electrode 

 ϕ 1 ,n | x =0 and ϕ 1 ,p | x = δn + δs 
) are set to some arbitrary values. These 

alues influence the ionic current densities at the opposing elec- 

rode end at i 1 ,n | x = δn 
and i 2 ,p | x = L , respectively. To ascertain if the 

mposed boundary conditions are correct, Eq. (9) and the bound- 

ry conditions of Eqs. (10) and 11 must be satisfied. The functions 

o be solved at the negative electrode and the positive electrode 

an therefore be expressed by 

 1 ,n ( ϕ 1 ,n | x =0 ) /A cc = i 1 ,n | x = δn 
= 0 (26) 

nd 

 2 ,p 

(
ϕ 1 ,p | x = δn + δs 

)
/A cc = i 2 ,p | x = L = 0 , (27) 

here I 1 ,n represents electronic current at the interface between 

he anode and separator, while I 2 ,p represent the ionic current at 
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Fig. 3. P2D model setup and dimensions of the studied HC//NVPF SIB. 
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he interface with the cathode current collector. These currents are 

onsidered as generated by coupled PDEs for the negative and pos- 

tive electrodes, respectively. 

Eqs. (26) and 27 can be solved by various iterative root-finding 

ethods, in which an approximate value of the electrode potential 

s supplied as an initial guess. In the literature, such a method is 

lso called ’shooting’ [ 50 , 51 ]. In this model, a combination of the

ichotomy method and the secant method is applied to optimize 

he solution convergence [52] . Because the system of equations in 

orous battery electrodes is nonlinear, it is possible to obtain in- 

ermediate solutions of extreme magnitude for minor deviations in 

he initial guess. A robust root finding method is therefore needed 

n the first iterations. To our knowledge, the dichotomy method is 

he only method capable of finding the root in cases where so- 

utions on the right-hand side of the equation can have infinite 

alues. The dichotomy method uses two guess values of the elec- 

rode potential, an overestimate and an underestimate, and then 

educes the estimated range until the solution is found within the 

rror tolerance. In this case, the tolerance is set at 0.01% of i app . 

owever, the dichotomy method requires many iterations and is 

herefore slow to converge to the root. For faster root finding, the 

olution method switches to the secant method after 5 iterations 

f the dichotomy method, when the right-hand side value is finite. 

Once the solution is found within the error tolerance, the full 

ell battery voltage can then be determined by 

 bat = ϕ 1 ,p | x = L − ϕ 1 ,n | x =0 − ( R contact,n + R contact,p ) i app (28) 

here R contact,n and R contact,p [ 	 m 

2 ] are the negative and pos- 

tive electrode current collector/porous electrode contact specific 

esistances, respectively. The importance of the contact resistance 

s revealed at high currents [ 13 , 53 ]. In this work, the contact re-

istances of individual electrodes were calculated from the Na-RE 

easurements [27] . 

It is worth highlighting that the validation of the model vs. ex- 

erimental data is done based on the individual electrode poten- 

ials and not the full cell voltage, V bat . This scheme is applied be- 

ause, from Eq. (28) , it is possible to have wrong values of both

 1 ,p and ϕ 1 ,n and yet still manage to have a correct V bat . The Na-RE 

lectrode deconvolutes the individual electrode potentials from V bat 

nd thereby allows model validation on two separate electrodes. 

The electrode potentials used for validation of the model vs. ex- 

erimental data can thus be expressed as 

 p = ϕ 1 ,p | x = L − A cc R contact,p i app (29) 
6 
nd 

V n = ϕ 1 ,n | x =0 + A cc R contact,n i app , (30) 

here V p and V n [V] are the positive and negative electrode poten- 

ials, respectively. 

. Parameter identification and optimization 

For the developed model to provide physically meaningful re- 

ults, the model parameters should be inferred from an extensive 

xperimental data set. Because of the minimal assumptions in P2D 

odels, experimentally derived parameters should ideally result in 

 fitting model. However, due to the disparity in the definitions 

f key parameters, such as the diffusion coefficients and transfer- 

nce number between experimental and modeling techniques, this 

s seldom the case. Another challenge is that experimentally de- 

ived parameters are technique-dependent. There is, therefore, a 

reat need to bridge the gap between model and experimental pa- 

ameters. Nevertheless, experimental parameters are an ideal start- 

ng point and provide insight into the order of magnitude of the 

odel parameters. 

In this work, the geometric parameters of the SIBs were de- 

ermined from experiments and used without modification [27] . 

hese include the thicknesses of the electrodes and separator as 

ell as the particle radii of the positive and negative electrodes. 

ig. 3 shows the cell dimensions of the HC//HVPF SIB, concluded 

rom the experiments. 

The negative electrode is therefore defined between 0 ≤ x ≤
4 μm, the separator in the 64 ≤ x ≤ 89 μm region, while the neg- 

tive electrode is defined in the 89 ≤ x ≤ 157 μm region. The HC 

nd NVPF electrode particles are separately modeled in a homoge- 

ous P2D domain, in which the r m 

- and x - axis represent the parti-

le radii and particle positions in the porous electrode, respectively. 

aving fixed cell dimensions allows the mesh of the cell compo- 

ents to be defined in the model. Changes in cell dimensions dur- 

ng optimization require a new mesh to be defined, which may in- 

dvertently affect parameters with length scale, such as the con- 

uctivity and diffusion coefficients. This problem can also lead to 

umerical instabilities and inconsistent model results. It is there- 

ore advised to maintain constant cell dimensions unless experi- 

ental evidence proves otherwise. 

The EMF of the NVPF and HC electrodes were also deter- 

ined from experimental data based on the slow discharge rate 
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Fig. 4. Simulated (solid lines) and experimental (symbols) results of an optimized P2D model for an HC//NVPF SIB. Battery voltage (a) and potential of the positive electrode 

(b) and negative electrode vs. Na-RE (c). Dashed lines show the corresponding EMF curves. 
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xperiments [27] . The particle-phase diffusion coefficients, D 1 ,m 

nd kinetic rate constants, k m 

were determined from a combina- 

ion of experimental GITT and P2D modeling approach (P2D GITT 

odel) [34] . A half-cell P2D GITT model was used in combina- 

ion with half-cell GITT experimental data to determine the HC 

nd NVPF transport parameters at different electrode SOC. As a 

esult, concentration-dependent D 1 ,n ( c 1 ,n ) , D 1 ,p ( c 1 ,p ) , k n ( c 1 ,n ) and 

 p ( c 1 ,p ) were thus obtained. On the other hand, electrolyte proper- 

ies of D 2 ( c 2 ) , κ( c 2 ) and t + were determined from the AEM mod-

ling and experiments [39] . 

Appendix A lists the parameters used in the model. Con- 

tant value parameters are listed in Table A1 , while concentration- 

ependent parameters for the HC negative electrode, NVPF positive 

lectrode and NaP F 6 E C 0 . 5 : P C 0 . 5 (w/w) electrolyte are shown in 

igs. A1 , A2 , and A3 , respectively. These figures also show a com-

arison between the experimental and model optimized parame- 

ers. 

For optimizing the unknown model parameters, the root-mean- 

quare error between the model and the experimental results was 
7 
efined as the objective function. The MATLAB genetic algorithm 

GA) was used to obtain the error minimum for multiple discharge 

urves at different rates [54] . The GA is necessary due to the non-

inearity of the P2D model equations and parameter identification 

omplexity. Because of the availability of two experimentally de- 

ermined electrode potentials for each discharge curve, a two-step 

ptimization procedure was therefore followed, in which parame- 

ers for the positive electrode were optimized in the first step, sep- 

rate from the parameters of the negative electrode, which were 

hen optimized in the second step. The concentration-dependent 

arameters were optimized by means of a scaling factor. This strat- 

gy resulted in improved optimization results at high rates. 

. Results and discussion 

Fig. 4 shows the measured (symbols) and simulated (solid lines) 

IB discharge voltage profiles as a function of the transferred 

harge during discharge. The model results are obtained using a 

ingle set of optimized parameters for all discharge rates. Discharge 
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Table 1 

Simulation errors obtained at different (dis)charging rates. 

[ A m 

2 ] V bat error [%] Mean absolute voltage error [mV] 

V bat V p V n 

1 0.70 19.9 8.6 12.4 

5 0.96 34.6 33.5 27.7 

10 0.95 32.2 37.6 35.2 

12 1.47 48.1 37.8 32.6 

e

f

d

r

f

N

p

a

d

c

s

d

urrent densities of 1, 5, 10, and 12 A m 

2 were applied, corre- 

ponding to 0.1, 0.6, 1.2, and 1.4 C-rate, respectively. 

Fig. 4 a shows the measured and simulated voltage profiles of 

n HC//NVPF, full cell SIB. The fully-charged cell voltage starts at 

.2 V and terminates at the cutoff voltage of 2 V. Note that the 

ractically recommended cutoff voltage is 2.5 V [55] . As the cur- 

ent increases, the battery voltage and the maximum transferred 

harge decrease. This is because of an increase in mass transport 

nd charge transfer overpotentials at higher currents. An accurate 

hysics-based model is, therefore, the only way to account for the 

arious kinetic and mass transport effects at different rates. 

Fig. 4 b and c shows the measured and simulated voltage pro- 

les of the NVPF positive electrode ( V p v s. Na-RE) and the HC 

egative electrode ( V n v s. Na-RE), respectively. At the different 

ischarge rates, V p varies between 4 . 3 − 3 . 4 V v s. Na-RE while

 n varies between 0.1–1.5 V v s. Na-RE. Therefore, based on the po- 

ential range and the current dependence of the voltage profiles, 

oth electrodes contribute significantly to the overpotential losses 

n the full cell and consequently to the capacity losses at high cur- 

ents. In both cases, however, the P2D model is in good agreement 

ith the experimental voltage profiles of V p and V n v s. Na-RE. 

Table 1 shows the percentage error in V bat and the mean ab- 

olute errors in V bat , V p and V n at different rates. The largest per- 

entage error in V is 1.47%, corresponding to 48.1 mV in absolute 
bat 

Fig. 5. Evolution of the electrolyte concentration ( c 2 ) profiles as a function of pos

8 
rror terms. Therefore, the model results match the experimental 

ull cell voltage and the individual electrode potentials at different 

ischarge rates. 

The accurate P2D model herein presented goes beyond the cur- 

ent density and terminal voltage data by providing additional in- 

ormation on internal battery states. In the subsequent figures, the 

a + electrolyte concentration, the Na + concentration in the active 

articles, and the ionic current distribution are compared for the 

pplied current of 1 and 12 A m 

−2 , to investigate how different 

ischarge rates influence the battery performance. 

Fig. 5 a and b show 3D simulation results of the electrolyte con- 

entration, c 2 ( x, t ) at 1 A m 

−2 and 12 A m 

−2 discharge rates, re- 

pectively. Here, c 2 ( x, t ) is shown at different cell positions, x and 

ischarge time, t . In the negative electrode region ( 0 ≤ x ≤ 64 μm), 
ition ( x ) and discharge time ( t) upon discharging at 1 (a) and 12 A m 

−2 (b). 



K. Chayambuka, G. Mulder, D.L. Danilov et al. Electrochimica Acta 404 (2022) 139764 

c

t

(

T

d

e

m

t

k

n

i

m

s

d

i

m

 

t

η
t

S  

p

b

p

h

i

l

e

a

t

fi

s

c

2

t  

r

t

t

w

(

c

a

s

t

c

g

d

p

e

c

t

h

p

c

t

a  

p

b

m

S

t  

e

e

a

t

s

m

a

h

m

a

t

p

i

r

i

d

r

t  

A

t

I

t

o

a

s

t

c

e

i  

0  

c

e

c  

t

r

2  

F

S

S

S

t

S

t

d

t  

i

s

m

c

m

 

d  

T

F

s

d

n

 2 increases as a function of time due to N a + deintercalation in 

he HC negative electrode, while in the positive electrode region 

 89 ≤ x ≤ 157 μm), c 2 decreases due to N a + intercalation in NVPF. 

his ionic transport in the electrolyte is driven by migration and 

iffusion mechanisms, as expressed in Eq. (15) . Note that due to 

lectroneutrality condition, at any given time, the average of c 2 re- 

ains constant and equal to the equilibrium and initial concentra- 

ion of 1 kmol m 

−3 . 

Although the results in Fig. 5 a do not appreciably deviate from1 

mol m 

−3 , these slow-discharge rate profiles, however, show dy- 

amic waves compared to the fast-discharge rate profiles shown 

n Fig. 5 b (see Fig. S1 in the Supplementary Information at higher 

agnification). On the other hand, the results in Fig. 5 b reveal a 

evere depletion of Na + ions in the positive electrode during fast- 

ischarge. This depletion is exceptionally well visible near the pos- 

tive current collector boundary ( x = 157 μm), where c 2 attains a 

inimum of only 3.7 mol m 

−3 after about 25 min. 

The effect of a low c 2 is a sharp increase in ηct 
p for a given in-

erfacial flux, j p (See Eq. (5) for the relationship between j p , c 2 and 

ct 
p ). An increase in ηct 

p results in a reduction in the positive elec- 

rode potential and amounts to significant energy losses in the full 

IB (see Fig. S2 for a comparison of profiles of c 2 , η
ct 
p and j p in the

ositive electrode during 12 A m 

−2 discharge). This situation can 

e mitigated by optimizing the electrolyte conductivity, electrode 

orosity, and coating thickness [56–58] . The optimization objective 

ere is to reduce the electrolyte mass transport limitations, which 

nduce high overpotentials at high current densities. 

Fig. 6 shows 1D plots of the simulated results of the interca- 

ated concentration of N a + ions, c 1 ,m 

in the negative and positive 

lectrode active particles. Note that profiles of c 1 ,m 

( x, r m 

, t ) develop 

long the dimension of the particle radius, r m 

and positions along 

he porous electrode coating thickness, x . In order analyze the pro- 

les along x only, it is therefore necessary to plot the average and 

urface concentrations, c̄ 1 ,m 

( x, t ) and c s 
1 ,m 

( x, t ) , respectively, at spe- 

ific times. The results are shown at discharge times, defined as 

0, 40, 60, and 80% of the maximum discharge time ( t max ), where 

 max = 10 . 92 h and 41 . 39 min. for the 1 and 12 A m 

−2 discharge

ates, respectively. The c̄ 1 ,m 

plots are shown in dashed lines, while 

he c s 
1 ,m 

plots are shown in solid lines. During discharge, the nega- 

ive electrode concentrations, c̄ 1 ,n and c s 
1 ,n 

decrease ( Fig. 6 a and c), 

hile the positive electrode concentrations, c̄ 1 ,p and c s 
1 ,p 

increase 

 Fig. 6 b and d). 

Fig. 6 a and b show the simulated results of the intercalated 

oncentration of N a + ions during a 1 A m 

−2 discharge, in the neg- 

tive and positive electrode active particles, respectively. For the 

low-discharge rate operation, c̄ 1 ,m 

and c s 
1 ,m 

profiles are shown 

o evolve uniformly along x . In addition, the profiles remain very 

lose at all times. This behavior indicates that slight concentration 

radients develop in the electrode active particles during the slow 

ischarge rate. From a modeling perspective, such concentration 

rofiles can be simulated quite accurately using computationally 

fficient analytical methods [30] . 

Fig. 6 c and d show the simulated results during 12 A m 

−2 dis- 

harge in the negative and positive electrodes, respectively. In con- 

rast to the results shown in Fig. 6 a and b, the fast-discharge ex- 

ibits non-uniform c̄ 1 ,m 

and c s 
1 ,m 

profiles along x . This is most ap- 

arent in the positive electrode ( Fig. 6 d), where the active parti- 

les close to the separator receive 58% higher average concentra- 

ion at compared to particles at the current collector (compare c̄ 1 ,p 

t x = 89 and x = 157 μm in the dashed curves of Fig. 6 d). These

rofiles can only be obtained accurately using numerical methods 

ecause of the concentration dependence of D 1 ,n and D 1 ,p . 

An analysis of the difference c s 
1 ,m 

− c̄ 1 ,m 

is shown in Supple- 

entary Information Fig. S3 as a function of discharge time. Fig. 

3 a and c show the concentration difference in the negative elec- 

rode particles, ( c s 
1 ,n 

− c̄ 1 ,n ) while Fig. S3 b and d show the differ-
9 
nce in the positive electrode particles, ( c s 
1 ,p 

− c̄ 1 ,p ). A small differ- 

nce indicates negligible concentration gradients in the electrode 

ctive particles. Such behavior is desirable because high concen- 

ration gradients induce mechanical strain in the particles [59] . At 

low discharge rates ( Fig. S3 a and b), c s 
1 ,m 

− c̄ 1 ,m 

is not large. The 

aximum differences are about 0.8 and 0.25 kmol m 

−3 in the neg- 

tive and positive electrodes, respectively. At fast discharge rates, 

owever ( Fig. S3 b and c), c s 
1 ,m 

− c̄ 1 ,m 

is significantly large. The 

aximum differences are about 3.5 and 2 kmol m 

−3 in the neg- 

tive and positive electrodes, respectively. In addition, compared 

o the negative electrode profile ( Fig. S3 c), the positive electrode 

rofile monotonically increases with time ( Fig. S3 d). This increase 

ndicates diffusion transport limitations in the NVPF particles as a 

esult of the comparatively low D 1 ,p of the material. Such behavior 

s also consistent with diffusion length calculations, wherein the 

iffusion times for HC and NVPF were estimated to be 1 and 2 h, 

espectively [27] . 

Supplementary Information Fig. S4 shows profiles of the in- 

erfacial flux, j m 

at discharge rates of 1 ( Fig. S4 a and b) and 12

 m 

−2 ( Fig. S4 c and d). In order to analyze the distribution of 

he flux, the profiles are averaged over quarterly intervals of t max . 

t can be observed that the initial stages (red lines) are charac- 

erized by high j m 

rates at the electrode/separator boundary. An- 

ther observation is that profiles in the negative electrode at 1 

nd 12 A m 

−2 , Fig. S4 a and c respectively are nearly identical and 

caled versions of each other. This similarity indicates that the dis- 

ribution of j m 

in the negative electrode is not altered by the in- 

rease in the discharge rate. In contrast, profiles in the positive 

lectrode ( Fig. S4 b and d) show considerable differences, especially 

n the intermediate periods 0 . 25 t max < t ≤ 0 . 5 t max (blue line) and

 . 5 t max < t ≤ 0 . 75 t max (green line). This indicates that high dis-

harge rates are influencing the distribution of j m 

in the positive 

lectrode. 

Fig. 7 shows 2D simulation results of the intercalated N a + con- 

entration in the negative ( Fig. 7 a-d) and positive ( Fig. 7 e-h) elec-

rodes during a 1 A m 

−2 discharge rate. For an illustration of the 

elationship between 1D and 2D coordinates, refer to Fig. 3 . The 

D results in Fig. 7 show in more detail the 1D profiles shown in

ig. 6 a and b. The 2D concentrations are, however, expressed as 

OC, which is defined for the negative and positive electrodes as 

O C n ( r, t ) = 

c 1 ,n ( r, t ) 

c max 
1 ,n 

(31) 

O C p ( r, t ) = 1 − c 1 ,p ( r, t ) 

c max 
1 ,p 

(32) 

The SOC scale is convenient for a side-by-side comparison of 

he 2D concentration profiles in two battery electrodes because the 

OC is scaled between 0 and 1 or 0 and 100%. 

At low discharge rates, the SOC is uniformly distributed within 

he active particles (along the r m 

-axis) and for particles located at 

ifferent positions in the electrodes (along the x -axis). In addition, 

oward the end of discharge ( Fig. 7 d and h, t = 80% t max ), the SOC

s low and uniformly distributed in both electrodes. This behavior 

ignifies that the intercalated N a + is optimally utilized and that the 

aximum extractable capacity is attained. The electrode thickness 

an also be safely increased without harming the discharge perfor- 

ance of the cell at this discharge rate. 

Fig. 8 shows the 2D SOC profiles in particles of the HC ( Fig. 8 a-

) and NVPF ( Fig. 8 e-h) electrodes at a discharge rate of 12 A m 

−2 .

he results in Fig. 8 further elaborate the 1D profiles shown in 

ig. 6 c and d. In contrast to the uniform concentration profiles ob- 

erved in Fig. 7 , the fast discharge rate reveals non-uniform SOC 

istribution in both the x - and r m 

-axis. 

Fig. 8 a-d show the evolution of SOC profiles in the HC 

egative electrode at the various indicated times. Compared to 
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Fig. 6. Simulated intercalated N a + concentration at the active particle surface, c s 1 ,m (solid lines) and the average concentration in the active particles, c̄ 1 ,m (dashed lines) in 

the porous HC negative electrode ( m = n ) (a),(c) and in the NVPF positive electrode ( m = p) (b),(d) as a function of position ( x ) and various indicated discharge times related 

to t max during discharging at 1 (a),(b) and 12 A m 

2 (c),(d). 
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low-discharge profiles ( Fig. 7 a-d), the SOC is non-uniformly dis- 

ributed during the fast-discharge rate. It can also be observed that, 

or the negative electrode, the differences in SOC mainly develop 

nside the particles (along the r n -axis) compared to the electrode 

hickness (along the x -axis). For example, toward the end of dis- 

harge in Fig. 8 d, although the SOC at the surface ( r n = 3 . 48 μm)

s low, approximately 0.2, it remains high at the center of the 

C particles ( r n = 0 ), approximately 0.8. In fact, the changes in 

OC at the center of HC particles are insignificant at all times 

hown. This implies that the HC particles are too large for effi- 

ient charge transfer at fast and continuous discharge rates. Nev- 

rtheless, because of the high D 1 ,n [27] , this SOC at the cen- 
10 
er of the particles can still be recovered by setting the SIB in 

elaxation. 

Fig. 8 e-h shows the evolution of SOC profiles in the NVPF pos- 

tive electrode along both the x - and r p -axis at various indicated 

imes. During the fast-discharge rate, and similar to the SOC pro- 

les shown in the negative electrode ( Fig. 8 a-d), the SOC profiles 

re also non-uniformly distributed. However, in contrast to the 

egative electrode profiles in Fig. 8 a-d, differences in SOC develop 

oth inside the particles (along the r p -axis) and along the elec- 

rode thickness (along the x -axis). In addition, there are significant 

hanges in the SOC at the center of the particles ( r p = 0 ) during

ischarge. The small NVPF particle radius (0.59 μm) compared to 
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Fig. 7. SOC profiles along active particle radii, r m and active particles position, x in the negative electrode ( m = n ) (a) to (d), and in the positive electrode ( m = p) (e) to (h). 

Profiles are obtained at 1 A m 

−2 for which t max = 10.92 h. 
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he HC particle radius (3.48 μm), therefore, results in more effi- 

ient charge insertion in the positive electrode. 

The SOC profiles along the x -axis in Fig. 8 e-h also mirror the

lectrolyte concentration profiles shown in Fig. 5 b. The low elec- 

rolyte concentration close to the positive electrode current collec- 
11 
or ( x = 157 μm) means the NVPF particles in this region are un-

erutilized compared to the active material close to the separator. 

uch a variation of SOC along the electrode thickness is detrimen- 

al to the battery’s performance because intercalated N a + cannot 

iffuse between adjacent particles. This issue is analogous to a cell 
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Fig. 8. SOC profiles along active particle radii, r m and active particles position, x in the negative electrode ( m = n ) (a) to (d), and in the positive electrode ( m = p) (e) to (h). 

Profiles are obtained at 12 A m 

−2 for which t max = 41.39 min. 

12 
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Fig. 9. Profiles of the electrolyte current density, i 2 at different positions, x and% discharge time. The i 2 profiles are normalized with respect to the applied current i app and 

compared with the voltage profile of the NVPF cathode. (a) and (b) i 2 / i app and NVPF voltage profiles at 1 A m 

−2 respectively. (c) and (d) i 2 / i app and NVPF voltage profiles at 

12 A m 

−2 respectively. The stair-case voltage profile of the NVPF electrode results in the nonlinear i 2 profile in the cathode. 
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alancing problem in a battery module, although we are talking 

ere of imbalances occurring along the electrode thickness. Conse- 

uently, increasing the electrode coating thickness without improv- 

ng the electrolyte mass transport will result in greater imbalances 

nd a huge penalty in terms of capacity loss for the HC//NVPF SIB. 

Fig. 9 shows the simulated results of ionic current density, i 2 
n 2D color plots and the EMF of the positive electrode, U p in 1D 

lots as a function of the discharge time t (expressed as a percent- 

ge of t max ). The results of i 2 are also shown as a function of po-

ition x , and they are normalized with respect to i app , as indicated 

n the color code at the right-hand side of Fig. 9 a and c. Here, i 2 
epresents the flux of N a + due to migration and diffusion in the 

lectrolyte phase (see Eq. (15) ). The results show that i 2 = 0 at the

urrent collector ( x = 0 and x = 157 μm) and i 2 = i app at the sep-

rator ( 64 ≤ x ≤ 89 μm). This is in accord with the boundary con- 

itions and thus validates the solution method in Eqs. (26) and 27. 

Fig. 9 a and b show i 2 profiles and the corresponding U p during 

 A m 

−2 discharge rate, respectively, while Fig. 9 c and d show i 2 
nd U p during 12 A m 

−2 discharge rate, respectively. It can be ob- 

erved that i 2 profiles are linear in the negative electrode and non- 

inear in the positive electrode, irrespective of the discharge rate. 

n addition, based on the side-by-side comparison of i 2 and U p , it 

an be observed that the nonlinear i 2 profiles in the positive elec- 
13 
rode align with the step changes in the corresponding EMF of the 

VPF. Therefore, the ’staircase’ NVPF EMF results in nonlinear i 2 in 

he positive electrode. Results in Fig. 9 demonstrate that even in 

he cases of a slow discharge rate, the profiles of i 2 can be quite 

ynamic, which can pose a challenge for reduced-order models to 

e accurate in the case of SIBs. 

Fig. 10 shows a comparison of the experimental and simula- 

ion results of the HC//NVPF SIB in a Ragone plot. This figure com- 

ares the energy and power characteristics of the SIB. The simu- 

ation results are very close to the experimental results up to the 

-hour discharging rate. At higher rates, deviations appear, which 

an be explained by phase changes in the NVPF active material, 

hich are not included in the solid-solution model. To improve 

ccuracy at higher rates, a multi-phase diffusion mechanism is 

herefore needed to model phase transformations in the NVPF ac- 

ive material [ 60 , 61 ]. Nevertheless, the improvements brought by 

oncentration-dependent D 1 ,m 

and k m 

result in a close match be- 

ween the experiment and model predictions while maintaining a 

ingle set of parameters for all rates. 

Often, in battery design, increasing the battery’s energy density 

esults in decreased power density. As a result, optimizing battery 

erformance is nontrivial. However, the model herein presented 

an be used to determine design parameters, such as electrode 
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Fig. 10. Ragone plot of the HC//NVPF SIB showing the simulation (blue) and experimental (black) results. 
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hickness and porosity, based on the accuracy shown in the Ragone 

lot. At the same time, battery manufacturing costs should not be 

eglected, which can also be part of a multi-objective optimiza- 

ion procedure [62] . For example, increasing the coating thickness 

educes the cost but simultaneously reduces the battery’s power 

 63 , 64 ]. These factors can be combined and investigated using this 

IB P2D model as a strategy and tool to avoid the often-expensive 

xperimental trial and error methods. 

. Conclusions 

A pseudo-two-dimensional (P2D) model is herein shown to 

odel the voltage of a sodium-ion battery (SIB) composed of 

 a 3 V 2 ( P O 4 ) 2 F 3 (NVPF) and hard carbon (HC) as positive and neg- 

tive electrodes, respectively. The HC//NVPF SIB model uses a cou- 

led set of partial differential equations (PDEs) for the current 

nd concentration profiles. An iterative root finding method is ap- 

lied to determine the solution of the coupled system of PDEs. The 

odel parameters are obtained by a genetic algorithm, a gradient- 

ree optimization method. The negative and positive electrode pa- 

ameters are optimized separately to reduce the number of simul- 

aneously optimized parameters and improve accuracy. It is shown 

hat the model is least accurate by 1.47% at a 1.4 C-rate using a 

onstant set of parameters. 

The developed P2D model can be rapidly parametrized us- 

ng experimentally derived data. The voltage profiles for individ- 

al electrodes were obtained at different C-rates using a reference 

lectrode and were used to determine parameters for each elec- 

rode. Using the validated P2D SIB model, more information con- 

erning internal cell dynamics was obtained, which allowed an 

nalysis of the limiting factors. It is shown that the high C-rate per- 

ormance of the HC//NVPF SIB is limited by the poor mass trans- 

ort in the HC and NVPF electrodes and in the electrolyte. Mass 

ransport in HC electrodes can be improved by reducing the parti- 

le sizes. In contrast, the NVPF particles suffer from a low diffusion 

oefficient. 

The model herein shown can be used as a design tool to im- 

rove the performances of SIBs, starting with the limiting fac- 
14 
ors already identified. Future works will thus focus on multi- 

bjective optimization of the cell design, including electrode thick- 

ess and material costs as additional design considerations. In ad- 

ition, model accuracy can be improved by including temperature 

ffects in large format cells and multi-phase intercalation dynamics 

n the NVPF electrode material. Another important aspect to con- 

ider is online parameter identification, estimation, and life predic- 

ion using the developed P2D model. 
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ppendix A. Model parameters 

This section lists the parameters used in the model and com- 

ares them to the experimental values where available. 

Figs. A1 and A2 compare the concentration-dependent param- 

ters, D 1 ,m 

and k m 

obtained from the P2D GITT model (symbols) 

34] to the parameters used in the optimized full cell P2D model 

solid line). In all cases, the obtained full cell model parameters are 

igher than the P2D GITT model parameters, although the same 
Table A1 

Parameters used in the model. 

Parameter Unit Description 

δn [μm] Anode thickness 

δp [μm] Cathode thickness 

δs [μm] Separator thickness 

R n [μm] HC particle radius 

R p [μm] NVPF particle radius 

A cc [ c m 

2 ] Electrode cross-section

T [K] Cell temperature 

c max 
1 ,n [ kmol m 

−3 ] HC max. concentration

c max 
1 ,p [ kmol m 

−3 ] NVPF max. concentrati

c 0 1 ,n [ kmol m 

−3 ] HC initial concentratio

c 0 1 ,p [ kmol m 

−3 ] NVPF initial concentra

c 0 2 [ kmol m 

−3 ] NaP F 6 initial concentra

α [-] Charge transfer coeffic

t + [-] Transference number 

σ e f f 
n [ 	−1 m 

−1 ] Anode conductivity 

σ e f f 
p [ 	−1 m 

−1 ] Cathode conductivity 

ε el 
n [-] Electrolyte volume fra

ε el 
p [-] Electrolyte volume fra

ε el 
s [-] Electrolyte volume fra

ε f il l er 
n [-] Filler volume fraction 

ε f il l er 
p [-] Filler volume fraction 

R contact,n [ m	 m 

2 ] Contract resistance 

R contact,p [ m	 m 

2 ] Contract resistance 

ig. A1. HC electrode parameters from the P2D GITT model (symbols) and from the optim

ion, c 1 ,n . The diffusion coefficient in HC, D 1 ,n (a) and the kinetic rate constant, k n (b). 

15 
ualitative trend is maintained. These differences could be the re- 

ult of model uncertainties and/or temperature effects at high dis- 

harge rates since the P2D GITT model parameters are obtained at 

omparatively very low currents (approximately C/30). 

Fig. A3 compares the electrolyte properties, D 2 and κ obtained 

rom the AEM version 2.19.1 (symbols) to the optimized param- 

ters from the full cell P2D model (solid line). The values of κ
ere the same in both cases. Additional experimental measure- 

ents have validated the AEM electrolyte conductivity results [39] . 
value Reference 

64 [27] 

68 [27] 

25 [27] 

3.48 [27] 

0.59 [27] 

 area 2.54 [27] 

298.15 [27] 

 14.54 [27] 

on 15.32 [27] 

n 14.52 [27] 

tion 3.32 [27] 

tion 1 [27] 

ient 0.5 optimization 

0.45 [39] 

256 optimization 

50 optimization 

ction in anode 0.51 optimization 

ction in cathode 0.23 optimization 

ction in separator 0.55 [65] 

0.001 optimization 

0.22 optimization 

2 [27] 

8.5 [27] 

ized full cell P2D model (solid line) as function of the intercalated N a + concentra- 
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Fig. A2. NVPF positive electrode parameters from the P2D GITT model (symbols) and from the optimized full cell P2D model (solid line) as function of the intercalated N a + 

concentration, c 1 ,p . The diffusion coefficient in NVPF, D 1 ,p (a) and kinetic rate constant, k n (b). 

Fig. A3. Electrolyte properties of NaP F 6 salt dissolved in E C 0 . 5 : P C 0 . 5 (w/w) solvent from the AEM (symbols) and from the optimized P2D model (solid line) as function of 

the salt concentration, c 2 . The diffusion coefficient in the electrolyte, D 2 (a) and the electrolyte conductivity, κ (b). 

16 
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owever, the D 2 values used in the optimized P2D model are qual- 

tatively similar but quantitatively lower than the ones obtained 

rom the AEM. Because two models are used to determine these 

arameters, further experimental investigations are necessary to 

nvestigate the origin of the differences. 
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