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System-Level Architecture

HNC Node High-Level Architecture

Workload Model

Performance Model

From the workload perspective, 

it can be considered equivalent.
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Indicator for the computational workload: 

average number of spikes per time step 𝒌

M

Parameter HNC Node

number of compute 

nodes
N/A

total number of 

neurons N/A

number of neurons per 

compute node max. 1024

connection probability < 0.1

presynaptic neuron’s 

max. number of 

connections per node

max.128

spike count of neuron 

𝑛 in interval 𝑇 N/A

temporal resolution of 

the simulation
0.1 ms

Benefiting from the continued advances in semiconductor technology, in recent years, programmable device technology

and tools have greatly increased.

Goal

Simulation paradigm

• Hybrid strategy for time-discrete neural network simulations of point 

neuron models:

- time-driven neuron state update (blue data paths) at fixed

intervals, 

- event-driven synapse update (red data paths)

Performance

• Exploiting the tight coupling of an Application Processing Unit (APU) 

with a Field Programmable Gate Array (FPGA) located on the same 

chip.

• Off-loading of performance critical algorithms to programmable logic.

• Parallelization by distributing the computational load over 16 

processing units (P1, P2, …, P16).

• Data locality of state variables by storing them in fast on-chip block 

RAM memories (BRAMs).

• Latency hiding by exploiting the true-dual port capability of BRAMs. 

Flexibility

• ODE pipeline module can be replaced to implement different neuron 

and synapse models.

• Flexibility in the choice of data types.

• Connectivity data is stored in external memory, thus synaptic weights 

are adjustable and accessible to the APU.

• Non-critical tasks are executed in software by the APU.

Acceleration factors derived from operating latencies.

Performance Characteristics

Max. acceleration factor (single node):

Without communication (single node):

With communication (cluster):

AMD Xilinx Zynq®-7000 SoC ZC706

Development Board

Software system executed on the APU

• Orchestrates the overall 

node operation.

Proof of Concept: Prototypical implementation of an AMD Xilinx System-on-Chip (SoC) based hybrid software-

hardware architecture approach for a neuromorphic compute node capable of meeting the high demands for modeling

and simulation in neuroscience.
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Single Node Performance

• A minimal C-API provides 
Create(),Connect(), 

and Simulate()function 

calls.

• Implemented as bare-metal 

application in C.

Data locality of 

state variables

External memory 

access

(~1.8 GB/s)

1000 neurons two-population 

Izhikevich network.

Simulate workload: consecutive simulation runs of 5 min simulated biological time 

with an increasing external offset current.
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Prototyping Platform

Dual-core ARM Cortex-A9 CPU 

(up to 1GHz) + FPGA (250K logic 

cells, 19.1Mb Block RAM, 900 

DSP slices)

1GB DDR3 

external memory 


