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For whom is this relevant?

What you need to do

Set configuration: You want . ..

- Copy OpenStack-login from clouds.yml . to use Gitlab-Cl, but no runners are available

. gitlab.yml . more Gitlab-runners (that you can control)

gitlab_url: https://jugit.fz—juelich .de/ . an easy way to adapt your number of runners
runner_descr: Gitlab runner via ansible
runner_reg_token: !vault |

$ANSIBLE_VAULT ;1.2; AES256; jugit
3731[...]3836

Then, this may be a solution for you

What prerequisites are needed?

= A system with Linux or Mac-OS to install ansible on

= gitlab_openstack.yml

instance_names: "TestRunnerx"
openstack__key_name: "ansible_key"
openstack_key_file: "ansible_key"
name_jumphost: "Jump_host"

= An OpenStack instance to provide necessary hosts for runners
- A Gitlab-repo/-group to assign the runners to

default_runner_config:
config:

run_untagged: true )
tags: [] Architecture

runners:

# min example

Gitlab server &

— amount: 1 ' ’ .
flavor. "eqn local host O\ & with repos and
4 Partly defined config running ansible (A groups
— flavor: "m2.large—disk" J
config:
° 4)6)7)

run_untagged: false
amount: 1
# larger example

E iLanvf?grz - fargemdiskc 'OpenStack host | [OpenStack host
tags: (flavor A) O & & (flavor B) & & &

— "tag_with_underscore"

— "2 numbered tag 1"

[ Gitlab-runner [ Gitlab-runner

run_untagged: false

amount: 2

'OpenStack host
(flavor A) O & 58

Start the ansible-playbook

ansible-playbook
—--vault-password-file passwd
gitlab openstack.yml

[ Gitlab-runner

Sit back and watch ansible work @p

What Ansible does for you

@ Load ‘ @ List ~ @ Compare

Load configuration from files, so that > Query OpenStack-API for hosts with > For each flavor:
they are callable as variables on man- fitting name
ager and worker-nodes

Compare current and planned number

of runners.

= how many new hosts need to be

created or how many existing hosts
become obsolete and can be removed.

~ @ Create ¢

Create a jumphost, in case it does not

<+ yet exist.

This is to have a access to all runner-

hosts, without the need for them

to have an externally reachable ip-
address.

@ Remove

Remove the unused hosts to free re-
sources of OpenStack.

‘ @ Deregister

Deregister the gitlab-runners that are
4 ot needed anymore from the Gitlab-
‘ server.

@ Create \ @ Assign \ @ Provision

Create missing hosts of the desired Check what runners can remain un- Provision all hosts:

flavor for additional runners. > changed and what runners need to be > install all requirements, run updates
Add those new hosts to the known updated (e.g. new runners). and register runners at the Gitlab-
hosts file. Assign configuration to each runner. server
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