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1 Abstract 

The interactions of amino acid side-chains confer diverse energetic contributions and physical properties to a 

protein's stability and function. Various computational tools estimate the effect of changing a given amino 

acid on the protein's stability based on parametrized (free) energy functions. When parametrized for the 

prediction of protein stability in water, such energy functions can lead to suboptimal results for other solvents, 

such as ionic liquids (IL), aqueous ionic liquids (aIL), or salt solutions. However, to our knowledge, no 

comprehensive data is available describing the energetic effect of aIL on intramolecular protein interactions. 

Here, we present the most comprehensive set of potential of mean force (PMF) profiles of pairwise protein-

residue interactions to date, covering 50 relevant interactions in water, the two biotechnologically relevant aIL 

[BMIM/Cl] and [BMIM/TfO], and [Na/Cl]. These results are based on a cumulated simulation time of > 1 ms. 

aIL and salt ions can weaken, but also strengthen, specific residue interactions by more than 3 kcal mol-1, 

depending on the residue pair, residue-residue configuration, participating ions, and concentration, 

necessitating considering such interactions specifically. These changes originate from a complex interplay of 

competitive or cooperative noncovalent ion-residue interactions, changes in solvent structural dynamics, or 

unspecific charge screening effects and occur at the contact distance but also at larger, solvent-separated 

distances. This data provides explanations at the atomistic and energetic level for complex IL effects on protein 

stability and should help improve the prediction accuracy of computational tools that estimate protein stability 

based on (free) energy functions.  
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2 Introduction 

Most proteins in nature are built with only twenty different amino acids, characterized by a unique structural 

motif in their side-chains1. The interactions of these side-chains confer diverse, energetic contributions and 

physical properties to a protein's stability and function. Computational tools, such as the Constraint Network 

Analysis2 (CNA), FoldX3, or Rosetta4, estimate the protein stability based on (free) energy functions 

parametrized with respect to such energetic contributions. These tools are often used to predict the viability 

of substitutions for rational mutagenesis approaches5-11. In our recent work11, we investigated if changes in 

the unfolding free energy predicted by FoldX or structural weak spots predicted by CNA and changes in ionic 

liquid resistance of Bacillus subtilis Lipase A determined for a complete site-saturation mutagenesis library12 

are related. Surprisingly, we obtained low improvements in the prediction precision of favorable substitutions 

for FoldX compared to random mutagenesis, whereas predictions based on experimental thermostability data 

from CNA resulted in markedly higher improvements11. One of the reasons for the subpar results may be that 

the FoldX (free) energy function has been trained on data for the thermodynamic stability of proteins in 

water13. Hence, the function does not consider effects on interactions between protein residues by solvents 

other than water, e.g., organic solvents or ionic liquids. 

Ionic liquids (IL) are interesting solvents and co-solvents for biotechnological approaches; when used as a co-

solvent, the solutions are termed aqueous ionic liquids (aIL). At the same time, however, aIL often reduce 

enzyme activity12, 14-19. Many effects of IL ion-protein interactions were reported, including protein 

stabilization20-25 and destabilization25-28 on the local and global protein structure level, increased22, 29 or 

decreased12, 18, 29-31 catalytic activity, or augmented protein refolding24, 32, 33 or unfolding32. The results varied 

depending on concentration, solvent, and enzyme, indicating that aIL show ion- and concentration-dependent 

effects on specific intramolecular protein interactions25, 26, 29, 32, 34. In particular, IL ions were shown to 

influence π-π-stacking interactions35, salt bridges36, and cation-π interactions37, 38. Our recent work showed 

that IL ions redistribute local enzyme stability via long-range perturbation pathways induced by specific 

interactions of IL ions with specific residues on the enzyme surface34. This observation is supported by NMR- 

and molecular dynamics (MD) simulation studies highlighting local and site-specific effects on interactions 

that subsequently affected the protein stability39-41. However, to our knowledge, no comprehensive data is 

available to predict the energetic effect of aIL on intramolecular protein interactions, which is in stark contrast 

to such data for intramolecular protein interactions in vacuum42-45, water42, 44-52, or other solvents, including 

salt solutions53 and organic solvents42 or based on double mutation cycle studies54. Such data, therefore, could 

improve the prediction precision of computational tools for estimating protein stability in aIL.  

In this work, we performed extensive umbrella sampling (US) simulations of in total > 1 ms length on 50 

relevant pairwise protein-residue interactions. As a result, we present the, by far, most comprehensive dataset 

of potential of mean force (PMF) profiles for these interactions at two concentrations in two different aIL; for 

comparison, we also report PMF profiles for the interactions in water and sodium chloride at two 
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concentrations. We show that aIL can weaken or strengthen specific residue interactions via solvent bridge-

like effects, depending on the residue pair, residue conformation, participating ions, and concentration, 

providing an explanation at the atomistic and energetic level for complex IL ion effects on protein stability. 
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3 Results 

3.1 Overview of modeled representative residue-residue interactions 

Proteins consist of 20 proteinogenic amino acids that – depending on their sequence – determine their three-

dimensional structure and, thus, their function55, 56. The pairwise interaction space of all amino acids comprises 

200 interactions, not yet counting that amino acids may interact in different orientations. To capture specific 

aIL effects on interactions that might occur on longer timescales34, we employ total simulation times of up to 

3 µs per interaction for each of the seven solvents ([BMIM/TfO], [BMIM/Cl], and [Na/Cl] at concentrations 

of 0, 0.2 M, and 2 M each as well as water) with 16 replicas each with a simulation time of 10 ns per replica, 

resulting in more than 21 µs of sampling time for each interaction. To keep the computational burden tractable, 

we classified the amino acids into distinct groups according to physicochemical or structural properties and 

chose interactions between representative residues of each class, as done before46, 53. Depending on the 

interaction, we simulated the amino acids restrained to specific orientations ("linear", "stacked", and 

"perpendicular", and a 90º rotated T-stacked conformation described before57-61, termed "twisted"). Selected 

interactions were additionally simulated in different conformations or protonation states to investigate specific 

effects in more detail, e.g., multiple π-π- and cation-π-stacking interactions. In total, we computed PMFs of 

50 residue-residue interactions (Table 1), requiring >1 ms of equilibration and US simulation time. The 

standard error of the mean was ≤ 0.25 kcal mol-1 for 348 of 350 individual solvent PMFs when excluding the 

areas of a steep increase due to steric clashes at very low interaction distances. The standard error of the mean 

in water was < 0.15 kcal mol-1 for all PMFs, indicating that the higher standard error of the mean originates 

from the effects of ionic liquid and salt solutions (see also Figure S1 and Text S1 in the SI). 
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Table 1: Free energies at the contact distance of interactions [a] 

Fig. AA1 AA2 Orient. PMFWater
[b] ΔGRef

[c]
 PMFIL1

[b] PMFIL2
[b] PMFNaCl

[b] DWater
[d]

 References[e] 

1 Glu- Arg+ Linear -4.0 (-0.6) -8.6 ± 5.0 -5.1 (-0.8) -4.5 (-0.6) -3.5 (+0.0) 2.8 45, 58, 62-71 

S2 Glu- Lys+ Linear -1.5 (-0.4) -4.0 ± 2.4 -1.8 (-0.5) -2.2 (-0.6) -1.1 (+0.2) 2.7 45, 58, 65, 66, 68, 70, 72-74 

S3 Asp- Arg+ Linear -3.9 (-0.5) -8.2 ± 5.6 -4.5 (-0.7) -4.5 (-0.7) -3.7 (-0.2) 2.8 45, 52, 58, 63, 64, 66-68, 70, 71 

S4 Asp- Lys+ Linear -1.3 (-0.3) -3.7 ± 2.4 -2.0 (-0.2) -2.2 (-0.5) -1.1 (+0.1) 2.7 45, 52, 58, 66, 68, 70, 72-74 

S5 Gln Gln Linear -1.9 (+0.3) -1.6 ± 1.1 -2.6 (+0.3) -2.4 (+0.4) -1.3 (+0.3) 2.9 45, 58, 75 

S7 Glu- Glu- Linear +0.8 (+0.7) -0.1 ± 0.8 +0.2 (+0.5) -0.0 (+0.4) -0.2 (-0.0) 4.4 58, 65, 71, 76 

S8 Arg+ Arg+ Linear +0.9 (n/a) -0.2 ± 0.5 +0.9 (n/a) +0.4 (-0.0) +0.9 (n/a) 5.5 58, 65, 76 

S9 Arg+ Arg+ Perpend. +1.7 (-0.3) -1.3 ± 0.9 -1.4 (-0.4) -1.5 (-0.2) -1.1 (-0.6) 4.2 58, 65, 77, 78 

S10 His+ His+ Stacked -2.6 (-0.8) -1.5 ± 2.0 -2.9 (-0.6) -2.3 (-0.7) -3.1 (-1.0) 3.6 58, 65 

2 Phe Phe Stacked -3.0 (-0.7) -1.9 ± 1.1 -1.4 (-2.1) -2.0 (-2.3) -3.0 (-0.8) 3.5 58, 79-91 

S11 Phe Tyr Stacked -3.6 (-1.0) -6.0 ± 1.1* -2.2 (-2.6) -1.7 (-2.4) -4.4 (-1.3) 3.6 79, 92 

S12 Phe Trp Stacked -3.5 (-1.0) -2.5 ± 2.0 -2.8 (-2.8) -3.0 (-2.4) -4.2 (-0.9) 3.5 79, 93-97 

S13 Phe Hie Stacked -2.9 (-0.8) -1.2 -0.7 (-1.7) -2.2 (-1.8) -2.3 (-1.0) 3.6 75 

S15 Tyr Tyr Stacked -4.5 (-0.9) -1.8 -2.4 (-1.8) -4.5 (-2.6) -4.9 (-0.7) 3.5 75 

S16 Trp Trp Stacked -2.6 (-0.4) n/a +0.3 (-3.2) +1.0 (-2.8) -2.2 (-0.6) 3.6 n/a 

S21 Phe Phe Twisted -3.9 (-0.4) -2.5 ± 0.8 -3.4 (-0.0) -2.8 (-0.3) -4.2 (-0.5) 4.9 89, 98-102 

S22 Phe Hie Twisted -1.2 (-0.2) -5.1 ± 0.5* +1.1 (-0.5) +1.5 (-0.3) -2.3 (-0.6) 4.5 
94, 103, 104; considered 

equal to perp. orientation 

S23 Phe Phe Perpend. -3.1 (-0.7) -2.5 ± 0.5 -2.5 (-0.4) -2.3 (-0.4) -2.9 (-0.5) 5.0 80, 85-91, 98, 105, 106 

2 Hie Hie Stacked -2.6 (-0.6) -4.6 ± 2.5* -2.5 (-1.4) -2.5 (-1.2) -3.0 (-0.7) 3.6 75, 94 

S18 Hid Hid Stacked -2.8 (-0.9) -4.6 ± 2.5* -2.3 (-1.6) -0.7 (-1.5) -3.7 (-1.3) 3.5 75, 94 

S19 Hie Hid Stacked -3.7 (-0.9) -4.6 ± 2.5* -2.4 (-1.1) -2.8 (-1.2) -2.9 (-0.3) 3.5 75, 94 

S20 Hie His+ Stacked -3.9 (-0.9) n/a -3.9 (-0.6) -2.8 (-0.4) -3.7 (-0.9) 3.5 n/a 

3 Phe Arg+ Stacked -3.2 (-0.4) -3.2 -3.0 (-0.4) -2.9 (+0.1) -4.5 (-0.9) 3.7 107 

3 Arg+ Arg+ Stacked -2.4 (-0.3) -3.2 ± 4.0 -2.4 (-0.1) -2.0 (-0.3) -3.2 (-0.5) 3.6 58, 61, 65, 76-78, 108-113 

S38 Phe Leu Perpend. -1.8 (-0.7) -1.3 ± 0.6 -1.3 (-0.8) -1.7 (-0.6) -2.0 (-0.7) 3.9 

73, 86, 97, 105, 114-117; 

reference data for Phe-Ala 

shown 

S24 Ala Ala Linear -0.2 (-0.1) -0.7 ± 0.3 -0.4 (-0.1) -0.3 (-0.0) -0.6 (-0.2) 3.7 82, 86, 118 

S27 Leu Leu Linear -0.0 (+0.2) -1.2 ± 0.3 -0.0 (+0.3) -0.1 (+0.3) -0.2 (+0.1) 4.2 67, 82 

S34 Phe Met Stacked -1.3 (-0.1) -1.4 -1.3 (-0.7) -1.2 (-0.4) -1.8 (-0.3) 4.0 
75; reference data for Tyr-

Met shown 

S14 Phe His+ Stacked -4.8 (-1.0) n/a -2.9 (-0.5) -3.5 (-0.2) -5.9 (-1.2) 3.5 n/a 

[a] Amino acids are colored according to their class: charged (red), aromatic (magenta), aliphatic (blue), and 
polar (orange). The overview is limited to interactions discussed in more detail in this manuscript and 
interactions showing the most pronounced changes.  
[b] Free energies at the contact distances for interactions in water, 2 M [BMIM/Cl] (IL1), 2 M [BMIM/TfO] 
(IL2), and 2 M [Na/Cl]. Values in brackets denote the free energies at the solvent-separated interaction 
distance if existing. All individual PMF profiles were anchored to a value of 0 kcal mol-1 at the final separation 
distance of 12.0 Å, i.e., the completely unbound state. Values are shown in kcal mol-1.  
[c] Mean ± standard deviation of free energies at the contact distance or interaction minima reported in other 
studies investigating identical or very similar systems, e.g., side chain or functional group analogs of amino 
acids. Values are shown in kcal mol-1. Data reported for similar side-chain analogs or functional group analogs 
was considered for both residues, e.g., acetate and propionic acid for Glu- and Asp-. No distinction was made 
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between the data reported for Nε- and Nδ-protonated histidines. Data from gas-phase experiments were 
excluded for interactions involving charged and polar residues in favor of data in solution, if possible 
(otherwise indicated by an asterisk), as the lack of desolvation penalty often results in substantially stronger 
interactions. Interactions where adequate reference studies were not available are indicated via n/a. 
[d] Contact distances observed in our PMFs for the interactions in water. Values are shown in Å.  
[e] References for [c].  
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3.2 aIL stabilize both like- and opposite-charged interactions as opposed to only like-

charged interactions in salt solutions 

First, we investigated the behavior of charged interactions in aIL, as the interactions of opposite-charged 

residues (salt bridges), such as acidic residues (Glu-, Asp-) with alkaline residues (Lys+, Arg+, His+), are the 

strongest noncovalent pairwise residue interactions in proteins45, 49. Charged residues are predominantly 

located at the exposed protein surface and, therefore, are highly susceptible to interactions with solvent 

molecules, such as water or ions119. Due to the ionic composition of aIL, it is particularly interesting to identify 

effects originating from, e.g., competition of aIL ions with interaction partners in protein salt bridges or like-

charged residue pairs as previously described for other ionic solvent species120, 121.  

As a representative interaction of salt bridges, we investigated the linear Glu--Arg+ interaction (Figure 1), 

which is the strongest salt bridge in proteins45, 49. Furthermore, the longer side-chains of Glu- and Arg+ 

compared to Asp- and Lys+, respectively, reduce a potential impact caused by solvation effects of the backbone 

structure122-125. We used the distance of the center-of-mass of the Oε atoms of Glu- and the center-of-mass of 

both Nη atoms of Arg+ as the reaction coordinate.  

 

 

Figure 1: PMFs of the linear interaction of Glu--Arg+. PMFs in water (red), aIL ([BMIM/Cl] (0.2 M: light 
green; 2 M: green), [BMIM/TfO] (0.2 M: pink; 2 M: purple)), and [Na/Cl] (0.2 M: light blue and 2 M: blue). 
Data is shown as mean ± standard error of the mean. Relevant (> 0.25 kcal mol-1) and significant (p < 0.05; 
determined via independent Student’s t-test) differences of aIL with respect to water are indicated via colored 
dots above the PMFs in the respective color. For both interactions, average densities of windows showing 
representative states (indicated by arrows) are shown for cations (blue meshes) and anions (orange meshes) 
for 2 M [BMIM/Cl], 2 M [BMIM/TfO-], and 2 M [Na/Cl], respectively. All distributions were normalized 
according to the number of frames. σ-values defining the intensity cutoff of the represented data of 0.05 for 
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[BMIM+] and [TfO-] ions and 0.005 for [Na+] and [Cl-] were used. Atoms of the capping groups and backbone 
atoms (N, C, O) in the residue structures are omitted for clarity. 

 

In water, the global minimum representing the contact distance (CD) was located at a distance of 2.8 Å 

with -4.0 kcal mol-1, adjacent to the global maximum at 4.1 Å with a height of 1.1 kcal mol-1, suggesting 

disfavorable desolvation processes upon binding. With increasing distance, additional and more shallow local 

minima and maxima located at 5.2 Å (-0.6 kcal mol-1) and 6.3 Å (0.4 kcal mol-1), respectively, were 

encountered, representing the solvent-separated minimum (SSM) and a second unbeneficial energetic barrier. 

The PMF profiles partly agree with previous results obtained from geometry-optimized structures or ab initio 

calculations of amino acid analogs, which yielded contact distances of 2.7-3.0 Å in an aqueous environment45, 

126, 127, albeit higher interaction energies of up to -17.5 kcal mol-1 were predicted. Note, though, that QM 

computations often do not consider changes in the interaction energies caused by, for instance, configurational 

entropy or water solvation effects, which usually dramatically reduce the interaction energies45. In contrast, 

our PMFs here and in the following chapters consider these effects. Furthermore, our results consolidate 

findings from previous MD simulations (see Table 1 for an overview of reference data) almost exclusively 

based on side-chain and functional group analogs in water, which mostly showed CDs of 2.6-3.0 Å with a free 

energy minimum of -8.6 ± 5.0 kcal mol-1 and SSMs around 5 Å, respectively52, 58, 62-65, 128-131. 

The PMFs of this interaction in aIL and salt solutions differ in part significantly. E.g., the interaction was 

destabilized in 2 M [Na/Cl] by ~0.5 kcal mol-1 at lower distances up to the first SSM, likely mediated by 

charge screening effects of [Na+] following the Debye-Hückel theory132, according to which the free energy 

of salt bridges is lower with increasing ionic strength, as well as interactions of [Na+] with Glu-, competing 

with Arg+. Similar observations in previous studies support our findings (see Text S2 in the SI for detailed 

information). In contrast, aIL stabilized the interaction around the CD by up to 1.1 kcal mol-1 in 

2 M [BMIM/Cl] and 2 M [BMIM/TfO], which is counterintuitive at first as to the Debye-Hückel theory132. 

However, compared to [Na+], [BMIM+] ions are too voluminous to arrange between the Glu--Arg+ residue 

pair at short distances and, thus, do not show the destabilizing behavior of [Na/Cl] solutions. Instead, [Cl-] or 

ions accumulate at the Nε atom of Arg+ in [BMIM/Cl], potentially inducing a water structure-breaking effect133 

and leading to the observed stabilization effect due to a reduced desolvation penalty upon salt bridge 

association. 

Other salt bridges involving opposite-charged residue pairs of Glu- and Asp- with Arg+ and Lys+ (see 

Figures S2-S4 in the SI) resulted in similar-shaped PMF profiles, showing the destabilizing and stabilizing 

effects of salt solutions and aIL, respectively. The same effect was also observed for the strong polar 

interaction of two glutamine residues (see Figure S5) but not for the weak polar interaction of a serine pair 

(see Figure S6), indicating that interaction-specific differences in the induced effect of aIL incubation exist. 

Surprisingly, we also observed solvent-specific stabilization effects of aIL for like-charged residue pairs of 

Glu-, Arg+, or His+, which are common structural motifs in proteins despite their intuitively repelling nature61, 
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134-137 (Figures S7-S10 and Text S3 in the SI). For instance, the linear Glu--Glu- interaction (Figure S7) was 

stabilized by ~0.8 kcal mol-1 in high concentrations of aIL compared to water, resulting in a novel stable 

interaction minima of 0 kcal mol-1 at 4.4 Å. This effect was described previously for 

ethylenediaminetetraacetic acid (EDTA) aggregates and similar structural arrangements in salt solutions, such 

as [Na/Cl], where [Na+] ions coordinated between the two bilayers of carboxylic acid moieties of EDTA 

molecules, stabilizing the arrangement via direct electrostatic interactions and charge screening effects138-141. 

In contrast, ion density analyses (Figure S7) indicate that IL ions are too bulky to coordinate between the 

residue pair and likely stabilize the interaction via charge screening effects, agreeing with the lower degree of 

stabilization. On the other hand, we observed ion-specific effects of [TfO-] ions on positively charged residue 

pairs of Arg+ and His+ around the SSM (Figures S8-S10), where ion density analyses indicate that [TfO-] ions 

stabilize the interaction via direct interactions and charge screening effects similar to [Na+] between EDTA 

molecules. 

To conclude, our results indicate solvent bridge-like effects of aIL ions on opposite- and like-charged 

interactions. As a result, aIL ions stabilize both like- and opposite-charged intramolecular protein residue 

interactions. In contrast, inorganic salt ions stabilized only like-charged interactions, whereas opposite-

charged interactions, e.g., salt bridges, were destabilized. 
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3.3 aIL ions modify π-stacking interaction characteristics via stabilizing and 

destabilizing effects 

Next, we analyzed planar π-stacking interactions of aromatic amino acids, such as Phe, Trp, His, and Tyr, as 

they play vital roles in molecular recognition processes142-146 or folding and structural stability of proteins147-

150 (Figure 2 and Figures S10-S20). Furthermore, experimental and computational studies revealed a 

perturbation of solvent-exposed π-stacking interactions in proteins by [BMIM+] ions34, 35. For all interactions, 

we used the distance of the center-of-mass of the aromatic moieties as a reaction coordinate. 

 

 

Figure 2: Differences in the perturbation tolerance between π-stacking interactions, pointing to a novel 
substitution pattern for rational mutagenesis approaches. A-B: PMFs of planar Phe-Phe (A) and planar 
His-His (B) in water (red), aIL ([BMIM/Cl] (0.2 M: light green; 2 M: green), [BMIM/TfO](0.2 M: pink; 2 M: 
purple)), and [Na/Cl] (0.2 M: light blue and 2 M: blue). Data is shown as mean ± standard error of the mean. 
Relevant (> 0.25 kcal mol-1) and significant (p < 0.05; determined via independent Student’s t-test) differences 
of aIL with respect to water are indicated via colored dots above the PMFs in the respective color. For both 
interactions, average densities of windows showing representative states (indicated by arrows) are shown for 
cations (blue meshes) and anions (orange meshes) for 2 M [BMIM/Cl], 2 M [BMIM/TfO], and 0.2 M or 
2 M [Na/Cl], respectively. All distributions were normalized according to the number of frames. σ-values 
defining the intensity cutoff of the represented data of 0.05 for [BMIM+] and [TfO-] ions, and 0.005 for [Na+] 
and [Cl-], were used. Atoms of the capping groups and backbone atoms (N, C, O) in the residue structures are 
omitted for clarity. 

 

First, we investigated the planar π-stacked Phe-Phe interaction (Figure 2A), as Phe is the most frequently 

occurring aromatic amino acid in proteins151-154. Additionally, it comprises the least complex structural motif 

of all aromatic amino acids and is frequently investigated in QM and experimental studies as a prototype for 

more complex π-systems98, 135, 155-158.  
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The global minimum representing the CD was located at 3.5 Å with -3.0 kcal mol-1. An energy barrier of 

1.8 kcal mol-1 at 5.7 Å separated it from a stable SSM located at 6.6 Å with a depth of -0.7 kcal mol-1, again 

indicating energetically unbeneficial desolvation processes upon binding. With further increasing distance, a 

second SSM with -0.5 kcal mol-1 at 10.0 Å was encountered, separated by an additional local maximum at 

8.5 Å of 0.7 kcal mol-1. The locations of interaction minima and maxima agree with previously computed 

PMFs of benzene and toluene dimers in water using MD simulations, albeit higher-level theory QM studies83, 

87-89, 118 predict slightly higher contact distances of 3.8-3.9 Å with slightly lower interaction and binding 

energies from -1.02 to -1.88 kcal mol-1 (see Text S4 in the SI).  

Incubation in aIL and salt solutions led to significant changes in the PMFs of this interaction. 2.0 M aIL 

substantially destabilized the interaction at the CD by up to 1.6 kcal mol-1 while stabilizing the SSM by up to 

1.6 kcal mol-1, making the SSM the energetically most favorable state. The SSM additionally shifted by 0.5 Å 

to higher distances. Around the CD, [BMIM+] ions accumulate next to the interface formed by the aromatic 

moieties of the amino acids, competing for π-stacking/π-cation and hydrophobic interactions and effectively 

pushing the residues apart (Figure 2A). In this regard, quantum-mechanically geometry-optimized trimers of 

benzene arranged in a pinwheel-like structure as the preferred orientation support the hypothesis that 

additional molecules containing π-systems can disrupt an existing π-stacking dimeric interaction150, 159. In 

contrast to destabilizing effects at the CD, [BMIM+] ions act as solvent bridge-like molecules at the SSM, 

forming face-to-face π-stacking/π-cation residue-ion-residue clusters (Figure 2A), similar to stabilizing 

effects of [Na+], [BMIM+], and [TfO-] in like-charged interactions of residue pairs of Glu-, Arg+, or His+ 

(Figure 3, Figures S7-S10). Increased densities at the top and the bottom of this arrangement indicate that 

two additional ion layers form, as observed for other π-stacking/π-cation systems134, 160. These effects were 

not observed for the salt solutions and only weakly for 0.2 M aIL, indicating a [BMIM+] concentration-

dependent effect on π-stacking interactions. Similar-shaped PMF profiles and the destabilizing and stabilizing 

effects of aIL at higher concentrations were observed for most other planar interactions of aromatic amino 

acids (see Figures S10-S20 in the SI). Notably, the destabilizing and stabilizing effects were conformation-

specific, as perpendicular or twisted interactions of aromatic amino acids were perturbed at lower distances 

but not stabilized around the SSM (Figures S21-S23; see Text S5 in the SI).  

In contrast, the interactions of aliphatic yet non-aromatic amino acid pairs, such as alanine, valine, leucine, or 

isoleucine residue pairs, experienced no substantial effect of aIL and salt solutions. These interactions showed 

only very weak (≤ 0.25 kcal mol-1) and no consistent differences from the water simulations (Figures S24-S28 

and Text S6 in the SI). These observations further indicate that aromaticity is a crucial residue feature 

determining the effects on aromatic residues upon incubation in aIL and salt solutions. Furthermore, self-

solvation effects, preferential interactions of aIL and salt ions with the residue backbone, and the residue 

backbone desolvation upon binding might play an increasingly important role in more compact amino acids122-

125. These forces might exceed the direct effects of aIL and salt solutions, as the residues interact weaker with 

IL ions than aromatic and charged residues34. 



12 
 
Interestingly, π-alkyl- and methionine-π-interactions partly showed stabilizing and destabilizing effects 

similar to π-π-interactions in aIL and salt solutions, albeit weaker, further highlighting the importance of 

aromaticity. For more details, see Figures S29 and Text S7 or Figure S30-S31 and Text S8 in the SI, 

respectively. 

Next, we investigated the π-stacking interaction of two neutral Nε-protonated histidines (Figure 2B). Due to 

its multiple protonation states161, its ability to act as H-bond donor162 or acceptor163, and the possibility to 

participate in π-π- and cation-π-stacking interactions51, 164, histidine is probably the most versatile of the 20 

natural amino acids165. Furthermore, apart from the role in protein folding and protein stability51, 164, it is a 

crucial residue in many catalytic sites166-168, molecular recognition processes169, resulting in histidine dimers 

frequently occurring in protein structures169. 

In general, the His-His interaction showed a similar-shaped PMF profile to the Phe-Phe interaction in water, 

with a global minimum at the CD of 3.6 Å with -2.6 kcal mol-1 and a stable SSM around 7 Å 

with -0.6 kcal mol-1, separated by an energy barrier at 5.3 Å with a height of 1.5 kcal mol-1, again indicating 

an energetically unbeneficial desolvation process upon binding. However, our results agree qualitatively with 

the PMF obtained for the parallel stacked histidine dimer investigated in ref. 75, which reported slightly higher 

contact distances of 4.5 Å with a free energy of -1.1 kcal mol-1, and quantum-mechanically determined 

interaction distances of antiparallel-stacked dimers of histidine from ref. 169 reporting CDs from 3.4-3.6 Å169. 

Notably, aIL overall showed no substantial effect on the location or depth of the minimum at the CD. In 

contrast, 2 M [Na/Cl] slightly increased the interaction strength by -0.4 kcal mol-1. The spatial distribution 

analysis revealed increased anion densities close to the contact interface, likely stabilizing the residue 

interaction via coordination effects. Such a stabilizing coordination effect has been described for [Cl-] located 

at the periphery of π-π-stacking interactions of imidazolium ions, mediated by H-bonds between [Cl-] and the 

imidazolium ions170. Furthermore, the SSM at 7.0 Å was deeper in aIL than in water, reminiscent of what was 

found for the Phe-Phe interaction, where [BMIM+] ions located between both residues acted as solvent bridge-

like molecules by forming face-to-face π-stacking and π-cation interactions. The PMF profiles of other 

protonation states of histidine residue pairs are generally similar, as are the aIL-induced effects (Figures S10 

and Figures S18-S20). However, solvent-specific differences in the destabilization of the stacked interaction 

of two histidines exist, as the dimer of two Nδ-protonated histidines was destabilized in 2 M [BMIM/TfO] but 

not 2 M [BMIM/Cl]. These observations indicate protonation state-specific effects, highlighting the 

importance of assigning the correct protonation states of titratable amino acids in MD simulations. Notably, 

interactions involving at least one double-protonated, positively charged His+ residue also showed pronounced 

ion-specific effects (Figure S10 and Figures S20). Previous QM studies predicted stable π+-π+-arrangements 

for host-guest systems employing this structural motif171, supporting the observed stable His+-His+ interaction 

despite strong repulsion forces. In His0-His+, high concentrations of [BMIM/TfO] induced a similar 

destabilizing effect of ~1 kcal mol-1 at distances below the SSM as observed for other aromatic amino acid 

pairs. The spatial distribution analysis suggests that [TfO-] ions accumulating at the contact interfaces induce 
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these perturbations in that they compete for noncovalent interactions, effectively pushing the residues apart. 

These interactions include strong electrostatic interactions with the positively charged histidine as well as 

H-bonds and hydrophobic tethers. 2 M [BMIM/Cl] did not show the same effect despite a similar 

accumulation of [Cl-] at the contact interfaces, likely due to the much weaker interactions of [Cl-] to His and 

His+ compared to [TfO-]34. The increased interaction strength of His+-His compared to His-His is in good 

accordance with other studies165, 172, e.g., increased binding energies of the cationic compared to the neutral 

benzene dimer173.  

To conclude, our results revealed system-specific solvent bridge and perturbation effects of aIL on most 

arrangements comprising two π-systems. Similar to the observations in like- and opposite-charged residue 

interactions, these effects were mediated by competitive or coordinative noncovalent interactions of [BMIM+] 

and [TfO-] ions with the residue pair. Notably, we observed residue- and conformation-specific effects for the 

planar π-stacking interaction of two residues comprising aromatic motifs, indicating that some interactions are 

more tolerant to aIL-induced perturbation effects than others. 

 

3.4 Almost all other investigated interactions experience substantial effects in the 
presence of IL ions 

Finally, we investigated various other interactions with crucial roles in protein folding, protein stability, or 

molecular recognition processes51, 61, 134-137, 174-176, including interactions involving residues from different 

classes, and highlight two selected interactions here: the planar π-cation-stacking Phe-Arg+ interaction, and 

the planar Arg+-Arg+ stacking interaction (Figure 3 and Figures S29-S46). 

 

Figure 3: PMFs of mixed residue interactions. PMF of the planar π-cation Phe-Arg+ interaction (A), and 
the stacking interaction of Arg+-Arg+ (B) in water (red), aIL ([BMIM/Cl] (0.2 M: light green; 2 M: green), 
[BMIM/TfO] (0.2 M: pink; 2 M: purple)), and [Na/Cl] (0.2 M: light blue and 2 M: blue). Data is shown as 
mean ± standard error of the mean. Relevant (> 0.25 kcal mol-1) and significant (p < 0.05; determined via 
independent Student’s t-test) differences of aIL with respect to water are indicated via colored dots above the 
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PMFs in the respective color. For all interactions, average densities of windows showing representative states 
(indicated by arrows) are shown for cations (blue meshes) and anions (orange meshes). All distributions were 
normalized according to the number of frames. σ-values defining the intensity cutoff of the represented data 
of 0.05 for [BMIM+] and [TfO-] ions, and 0.005 for [Na+] and [Cl-], were used. Atoms of the capping groups 
and backbone atoms (N, C, O) in the residue structures are omitted for clarity. 

 

First, we investigated the planar interaction of Phe-Arg+ as a representative for cation-π-interactions 

(Figure 3A). Cation-π-interactions between aromatic (Phe, Tyr, Trp, His) and positively-charged (Arg+, Lys+, 

His+) amino acids are common structural motifs in protein crystal structures and essential for molecular 

recognition and protein stability51, 135, 174-176.  

In water, the global minimum representing the CD was located at a distance of 3.7 Å with -3.2 kcal mol-1, 

adjacent to the global maximum at 6.0 Å with 0.5 kcal mol-1, indicating disfavorable desolvation processes 

upon binding. The SSM was encountered at 6.9 Å (-0.4 kcal mol-1), followed by a second energetic barrier at 

8.8 Å (0.2 kcal mol-1). The results are in good agreement with QM calculations51, 177 and previously performed 

PMF calculations46 (see Text S9 in the SI).  

Incubation in 0.2 M and 2 M [Na/Cl] stabilized the interaction by ~1.0 kcal mol-1, whereas incubation in 

2 M [BMIM/TfO] showed destabilizing effects of up to ~1.0 kcal mol-1 around the SSM. The spatial 

distribution and cluster analysis indicated that the stabilization effect is due to [Na+] and [Cl-] accumulating 

around the contact interface and the molecule backbone, forming stabilizing ion bridge-like structures, 

whereas [BMIM+] and [TfO-] ions likely destabilized the interaction by forming competing interactions with 

Phe and Arg+, respectively. This observation is in good agreement with the observed impact of [BMIM+] or 

[TfO-] on other interactions comprising π-systems or positively charged residue pairs, respectively 

(Figure S8-S23) and preferential interactions of polar or opposite-charged solvent molecules with cationic π-

systems leading to a displaced rather than the sandwich-stacked conformation178.  

Second, we investigated the planar stacking interaction of two arginine residues (Figure 3B), a recurring motif 

often observed in protein crystal structures61, 134-137. Additionally, stable guanidinium pairs in aqueous 

guanidinium salt solutions, stabilized by a combination of dispersion and cavitation forces exceeding the 

Coulomb repulsion60, were suggested in simulations58, 60, 61, 78, 108 and experiments179-181. We used the distance 

of the centers-of-mass of the guanidinium moieties as a reaction coordinate.  

The global minimum representing the CD was located at 3.6 Å with -2.4 kcal mol-1. A high energy barrier of 

0.8 kcal mol-1 at 5.9 Å separated it from a stable SSM located at 7.1 Å with a depth of -0.3 kcal mol-1, again 

indicating energetically unbeneficial desolvation processes upon binding. An additional local maximum at 

8.7 Å of 0.3 kcal mol-1 was encountered with further increasing distance. Our results agree well with the 

preferred arginine stacking Cζ-Cζ distance of ~3.8 Å in crystal structures134, 182 and QM calculations of 

guanidinium stacking in water78, 110, 183 (see Text S10 in the SI). Our results, therefore, extend previous MD 
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studies of side-chain analogs reporting vague interaction free energies of -3.2 ± 4.0 kcal mol-1 at varying CDs, 

depending on the water model and simulation setup57-59, 180, 184.  

Incubation in 2 M [Na/Cl] marginally stabilized the interaction by ~0.3 kcal mol-1 at distances below the SSM. 

The spatial distribution and cluster analysis indicate that [Cl-] ions accumulate around the contact interfaces, 

likely inducing the stabilization via electrostatic coordination and charge screening effects. Previous MD 

studies of 3 M [Gdm/Cl] and 1.5 M [Gdm2/SO4] solutions reported an increased separation distance of 

guanidinium interactions of 3.8-4.0 Å as compared to ~3.0-3.4 Å in water160, 185, suggested to be caused by 

the inclusion of conterions160, 180, 185. In contrast, QM calculations indicate that the exclusion of counterions 

led to a decrease in interaction strength183, in line with our predictions, similar to the coordination effects 

observed for [Cl-] ions on the stable association of 1,3-dimethyl imidazolium ions170. High concentrations of 

[BMIM/Cl] or [BMIM/TfO] led to stabilization effects at the SSM, with 2 M [BMIM/TfO] showing a slightly 

stronger magnitude, whereas this effect did not occur in 2 M [Na/Cl]. This corroborates ion-specific effects 

on distinct interactions. Analyses of ion densities indicate the existence of Arg+-[BMIM+]-Arg+ clusters at 

high concentrations of [BMIM+] ions, stabilizing the interaction of two positively-charged π-systems in a 

similar fashion as observed for the stacked His+-His+ interaction (Figure S10). The stronger stabilization in 

[BMIM/TfO] is likely mediated by charge screening effects induced by accumulation of [TfO-] ions around 

the Arg+-[BMIM+]-Arg+ clusters.  

To conclude, our results revealed system-specific solvent bridge and perturbation effects of aIL on various 

interactions between different residue classes mediated by strong interactions of [BMIM+] or [TfO-] ions with 

one or both residues. These interactions can be competitive at lower distances and stabilizing at higher 

distances, as observed for like-charged residue pairs or interactions comprising π-systems. In contrast, salt 

solutions mostly stabilized the interactions around the contact distances via weak coordinating effects. Further, 

the excellent agreement of our PMF profiles with various experimental observations of unintuitive or often 

overlooked structural motifs indicates a good representation of intramolecular forces by our simulations. 

 

4 Discussion 

In this work, we systematically computed a comprehensive set of PMF profiles for representative pairwise 

protein residue interactions in aIL and revealed solvent-, ion-, and concentration-specific effects. We showed 

that IL and salt ions can substantially destabilize but also stabilize pairwise residue interactions by up to 

3.6 kcal mol-1 in the planar π-π-stacking interaction of Trp-Trp (Figure S16), potentially introducing 

unbeneficial structural changes in protein structures16, 30, 34, 35, 41. The effects are markedly influenced by the 

interaction strength of the solvent ions with both residues, the conformation-specific binding mode, and the 

solvent concentration. Overall, we observed the following trends: 
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 Ions forming strong interactions with one or both residues with interaction energies comparable or 

higher to that of the residue interaction destabilize the interaction around the contact distance 

induced by strong competitive noncovalent interactions, e.g., [BMIM+] in many π-π-stacking 

interactions (Figure 2). On the other hand, the same ion often stabilizes the interaction around the 

SSM by acting as a solvent bridge between both residues using these strong noncovalent forces. 

 Ions forming preferential interactions with both residues with interaction energies weaker than the 

residue interaction stabilize the interaction mediated by coordinating effects, such as preferential 

interactions with both residues, or nonspecific charge screening, e.g., observed for [BMIM+] or 

[Na+] on the like-charged interaction of two glutamates (Figure 1). 

 Ions forming no or very weak interactions with both residues usually do not affect the interaction 

strength (Figures S6/S24-S28).  

This knowledge helps to understand better the effects of aIL on the structural stability of proteins. Further, it 

could improve the prediction accuracy of computational tools that predict changes in protein stability in these 

solvents upon substitution based on the strength of intramolecular forces. Notably, in rare cases, competitive 

or cooperative effects from two solvent ions can result in further modifications, as observed for 

Arg+-[BMIM+]-Arg+ clusters in 2 M [BMIM/TfO], where the accumulation of [TfO-] anions around the 

interaction interface further stabilized instead of weakened the structural arrangement compared to 

[BMIM/Cl] (Figure 3B).  

Our results are based on extensive all-atom US simulations with a combined simulation time of 21 µs for each 

of the 50 interactions, resulting in a total simulation time of > 1 ms. These computations are the longest and 

most exhaustive PMF computations of amino acid interactions in non-natural solvents to date and the first to 

investigate the effects of aIL in detail. In contrast to previous PMF computations of pairwise residue 

interactions usually employing ps-long windows and few additional replicas, resulting in ns timescale 

trajectories58, 59, 62, 63, 160, 185, we employ long simulation times of 3 µs per interaction for each of the seven 

solvents with 16 replicas. In doing so, we demonstrated that, while the interactions in water usually converge 

on the sub-ns timescale, the effects of aIL occur on the super-ns timescale. Hence, the extended simulation 

times allowed us to obtain statistically converged results for specific aIL effects, including perturbation and 

stabilization effects occurring on longer timescales34 (see Figure S1 and Text S1). In this regard, we 

previously showed that interactions of aIL and salt ions with protein surface residues with negative binding 

free energies converge (Δ(ΔG0
final - ΔG0(t)) ≤ 0.5 kcal mol-1) within 100 ns, whereas interactions with positive 

binding free energies require up to 600 ns34. Our results indicate that the high solvent-accessibility of the 

isolated amino acids compared to protein surface residues in conjunction with the higher concentration of up 

to 2.0 M and the high number of replicas still enable us to obtain statistically converged results for most 

interactions and effects despite a "short" simulation time of 10 ns per replica per window. Additionally, the 

high density of windows at higher distances revealed detailed solvent bridge-like effects up to the second SSM 

and distances of up to 10 Å, as observed for many π-stacking interactions.  
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We used the well-established AMBER ff14SB and GAFF force fields186, 187 and the OPC water model188 with 

IL ion parameters derived using the RESP procedure189, which reproduce physicochemical equilibrium and 

transport properties of IL and aIL well34, 190 and were successfully employed by us previously in this 

combination for the same aIL in similar concentration ranges34. For a detailed evaluation of the accuracy of 

the force field and water model combination in reproducing IL and aIL properties, we refer to the above-

mentioned studies. We note that non-polarizable force fields using fixed partial charges may overstabilize 

attractive solute-solute interactions191-195, and explicitly including polarizability is considered more accurate, 

particularly for the simulation of highly concentrated aIL34, 195, 196. Yet, in particular because of the potentially 

long convergence times highlighted above, we decided on using non-polarizable force fields, allowing us to 

exploit the higher computational efficiency of such force fields versus polarizable ones195 to obtain increased 

sampling. Computationally more efficient corrections, such as the NBFIX194 or ECC197 approaches, were 

shown to improve simulation accuracy for many systems193, 194, 196, 198-203 and, e.g., to substantially destabilize 

the bound state pairwise interactions of opposite-charged ions194. However, their effects can be system- and 

force field-specific204, making them potentially unpredictable to use without previous extensive testing. 

We decided to employ a full-atomistic description of the solvent in contrast to implicit continuum solvent 

models, such as the Poisson Boltzmann (PB) model205, the Generalized Born (GB) model206, 207, the Effective 

Energy Function (EEF1) model208, or the uniform dielectric constant model (ε = 80), which were previously 

employed to calculate PMF profiles of pairwise amino acid interactions in water and compared to PMF profiles 

from explicit MD simulations58, 209-211. The PB and GB models often, yet not always,58 provided an accurate 

description of forces at interaction contact minima but also often failed to correctly describe other local minima 

and maxima, particularly the global maximum, resulting in an overall performance unpractical for the 

description of interaction PMFs58, 209-211. Both models miss, among other things, effects due to the finite sizes 

of the solvent/electrolyte molecules212, which leads to effects such as like-charge attraction not being 

covered58, in contrast to what we observe when using an explicit solvent. In turn, in addition to similar 

reports131, 213, 214, Geney et al.62 showed that the GB continuum solvent models overstabilized salt bridges by 

as much as 4 kcal mol-1. Furthermore, GB models were shown to form incorrect salt bridges in place of 

hydrophobic contacts, overstabilizing certain conformations215, 216. In addition, we decided to simulate fully 

capped amino acid residues in contrast to zwitterionic amino acids or side-chain analogs, which can reduce 

the complexity of the simulation setup. However, particularly for charged and polar amino acids, self-solvation 

and solvent-exclusion effects result in substantial differences in solvation free energies of zwitterionic amino 

acids or side-chain analogs compared to capped amino acids78, 122-125.  

We restrained the relative orientations of our systems using angle and dihedral restraints, which similarly were 

previously successfully used in PMF computations of ligand association to proteins217. The restraints 

effectively reduce the conformational space that the residues can adapt to the region of interest, i.e., the 

restricted association and dissociation processes mimick the conditions on protein surfaces but disallows 

deriving absolute binding free energies from the PMFs without the application of non-trivial approaches, such 
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as the double-decoupling scheme218-220. Note that due to the different restraints for each sampled 

conformation, comparisons between different orientations should be made with care. However, our results at 

least allow for a qualitative comparison in such cases and for quantitative comparisons between solvents and 

residue pairs in the same orientation. 

Overall, our results are in excellent qualitative and quantitative agreement with results from QM studies and 

other publications reporting comparable PMF profiles of pairwise amino acid interactions (see Table 1 for 

comparisons with available literature data). Further, they often are supported by independent observations of 

specific amino acid interactions or arrangements from other studies and experiments, as, e.g., given for the 

stable interaction mode of Arg+-Arg+ in protein structures61, 134, the disruption of salt bridges caused by the 

accumulation of [Na+] near carboxylic groups at high concentrations of [Na/Cl]36, 221, the disruption of 

π-stacking interactions by [BMIM+] ions34, 35, the abundant occurrence of methionine-aromatic stacking 

interactions in protein structures222, and the stable arrangement of carboxyl moieties in the presence of 

[Na/Cl]138.  

In this regard, we observed strong and distinct effects of salt solutions and aIL on the interactions of both 

opposite- and like-charged residue pairs, where both solvents stabilized like-charged residue pairs, but only 

the salt solutions containing [Na+] and not [BMIM+]-based aIL destabilized opposite-charged residue pairs, 

i.e., salt bridges. For [Na+] ions, this stabilizing effect was previously suggested for various carboxylate- or 

glutamate-containing systems in experimental138-141 and computational138, 140, 141, 221, 223 studies, respectively. 

The stabilization was attributed to the specific binding properties of [Na+] due to the "law of matching water 

affinities"224, 225 and non-specific charge screening effects226, 227. For U-shaped EDTA4- aggregates 

encompassing [Na+] ions between their carboxylate groups138, this effect was suggested to exceed unbeneficial 

hydrophobic solvation228, 229 of the ethylene moieties and, thus, stabilize the conformation. Here, we 

demonstrate that [BMIM+] can induce similar effects in pairwise like-charged residue interactions mediated 

by preferential interactions with carboxylate moieties and unspecific charge screening effects, revealing the 

thermodynamic basis for [BMIM+]-induced structural conformation changes. The electrostatic nature of this 

effect suggests that it can also occur in other aIL with similar or stronger affinities for carboxylate moieties. 

In contrast to like-charged interactions, [BMIM+] led to a minor stabilization of opposite-charged interactions, 

whereas [Na+] destabilized them. Destabilizing effects and the accumulations of [Na+] around negatively-

charged moieties were indicated previously221, whereas they were not yet described for [BMIM+] ions. 

However, a lack of destabilization due to [BMIM+] agrees with studies that observed no destabilizing effects 

for alkali metal cations larger than [Na+]221, 230. Overall, the stabilizing effect of [BMIM+] might seem to 

contradict the notion that the strength of salt bridges should decrease with increasing strength according to the 

Debye-Hückel equation132, 231. However, the effect of increasing ionic strength on salt bridge strength was 

case-dependent for many salt bridges210. In our case, we can determine the effect to be anion-based, albeit the 

cation determines whether the effect can occur, as [Na+] displaces [Cl-] from the interface due to preferential 
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interactions with Glu-, whereas [BMIM+] allows for the accumulation of [Cl-] ions at the residue interface. 

Overall, we attribute the stabilizing effect to a reduced desolvation penalty upon salt bridge association 

mediated by the weak chaotropic nature of [Cl-], inducing a weak water structure-breaking133. However, the 

solvation dynamics of ILs and water are extremely complex and depend on many properties of ILs232-234, and 

a definite explanation requires further investigations. Our PMF profiles of isolated amino acid pairs, based on 

long simulation times and statistically converged computations, enabled us to capture these effects, whereas 

this was not visible in previous studies, likely caused by high noise or too short simulation times36, 58. 

From our description of PMF profiles of intramolecular amino acid interactions in water, aIL, and salt 

solutions, implications for rational mutagenesis approaches can be derived. E.g., in π-π-stacking systems, the 

His-His interaction remained stable in [BMIM+]-based aIL in contrast to interactions involving other aromatic 

residues. Hence, substituting solvent-exposed residues for His-His interactions might be an efficient way to 

improve enzyme resistance to these aIL. These results can only partially be applied to other aIL than [BMIM+]-

based ones, as structural changes in IL ions can result in different effects on residue interactions. While 

[BMIM+]-based aIL belong to the most frequently employed ILs, an immense variety of IL exists235. 

According to our simulations (~150 ns/day on an Nvidia A100 GPU), computation of a PMF for one additional 

solvent at a given concentration will require ~20 days of US simulation time on a single current high-

performance GPU, although these computations are trivially parallelizable. 

In summary, using a comprehensive dataset of computed PMF profiles for representative pairwise protein 

residue interactions, we show that incubation in aIL and salt solutions can induce substantial residue-, 

conformation-, solvent-, concentration-, and distance-dependent effects on intramolecular interactions. These 

effects can be destabilizing or stabilizing with differences of more than 3 kcal mol-1 in the PMFs and result 

from the complex interplay of competitive or cooperative noncovalent ion-residue interactions, changes in 

solvent structural dynamics, or unspecific charge screening effects. As a result, aIL and salt solutions can 

promote non-native intramolecular interactions in proteins, such as like-charged interactions of Glu--

Glu- residue pairs or solvent-separated π-π-stacking interactions, ultimately resulting in conformational 

changes in the local protein structure16, 30, 34, 35, 41. These structural changes, e.g., the [TfO-]-induced transition 

of the catalytic gate from the open to the closed state in Candida antarctica Lipase B30, or the [BMIM+]-

induced disruption of the H3-W31 π-π-stacking interaction in Bacillus subtilis Lipase A35, can greatly affect 

activity or stability of enzymes, which may result in enzyme performances impractical for biotechnological 

approaches. Vice versa, such complex effects may be exploited in rational residue substitutions to improve 

enzyme performance. Effects might be even more complex when more ion species are involved or when more 

than two residues interact. Our findings stress the need to consider explicit and implicit effects of aIL 

incubation on intramolecular interactions when employing computational tools to estimate effects on protein 

stability upon rational mutagenesis targeting such solvents. 
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5 Materials and Methods 

5.1 System preparation for molecular dynamics simulations 

To investigate the dissociation/association process of isolated amino acid pairs in aIL and salt solutions, we 

performed all-atom US simulations of pairwise pre-oriented amino acids with increasing distance. The 

structural dynamics of these interactions were investigated in the commonly employed aIL ([BMIM/Cl] and 

[BMIM/TfO])12 and [Na/Cl] solutions (see Table 2 for an overview of all systems). To determine the 

concentration-specific effects of these solvents, we employed biotechnologically relevant concentrations of 

0.2 M and 2 M, covering two orders of magnitude, which can lead to significant inhibition of enzymes12. 

Finally, we performed US simulations in pure water, which served as a control. For each interaction in each 

solvent, 16 replicas per sampled US window were used.  

Table 2: Cation types and concentrations of investigated aqueous solutions.  

 MD00[a] MD01 MD02 MD03 MD04 MD05 MD06 

Cation - [BMIM+] [BMIM+] [Na+] [BMIM+] [BMIM+] [Na+] 

Anion - [Cl-] [TfO-] [Cl-] [Cl-] [TfO-] [Cl-] 

Conc. [b] - 0.2 0.2 0.2 2.0 2.0 2.0 

[a] Pure water. In the case of charged amino acids, [Na+] or [Cl-] were used as counterions to neutralize the 

system. 
[b] Concentration, in M. 

 

As reaction coordinate, the COM distance of the functional groups of both amino acids was chosen, as done 

before236. For the definition of functional groups for each residue following the Amber ff14SB force field186 

atom naming scheme, see Table 3. We applied US windows from a distance of 3 Å to a distance of 12 Å 

interspaced by 0.5 Å; the largest distance sufficed to reach an unbound state for all interactions; no PMF 

profile showed changes beyond 0.1 kcal mol-1 from 11.5 Å to 12.0 Å. US potentials with force constants of 

10 kcal mol-1 Å-2 were applied to restrain the COM distances to the reference values. 
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Table 3: Atoms representing functional groups of amino acids  

Res Atoms Res Atoms Res Atoms Res Atoms 

A CB D OD1, OD2 I CB, CG1, CG2, CD1 F CG, CD1, CD2, CE1, CE2, CZ 

G CA E OG1, OG2 T CB, OG1, CG2 H CG, ND1, CD2, CE1, NE2 

K NZ N ND2, OD1 P CB, CG, CD W 
CG, CD1, CD2, NE1,  

CE2, CE3, CZ2, CZ3, CH 

C SG Q NE1, OE1 V CB, CG1, CG2 Y CG, CD1, CD2, CE1, CE2, CZ, OH 

S OG R NH1, NH2 (, NE) M CE, SD, CG, CB L CB, SG, CD1, CD2 

 

The relative orientation of the two residues was given using additional restraints with force constants of 

500 kcal mol-1 rad-2 applied in harmonic restraints. Schematic representations displaying the atom groups of 

the local reference structures used to construct the restraint settings are shown in Figure 4 for all orientations. 

Additionally, the side-chain torsion angles were restrained to their reference positions using lower force 

constants of 50 kcal mol-1 rad-2, also applied in harmonic restraints. Finally, the position of the first residue 

was fixed in space on its initial Cartesian coordinates using harmonic restraints with force constants of 

10 kcal mol-1 Å-2. 

 

 

Figure 4: Overview of restraints used to preserve the relative orientation of the residues. (A) Linear 

orientation. The relative orientation of both residues was preserved using the two angles Cα1-P1-P2 and Cα1-

P1-Cα2. (B) Stacked orientation. The relative orientation of both residues was preserved using the two angles 

Cβ1-P1-P2 and P1-P2-Cβ2, as well as three dihedral angles Cβ1-P1-P2-Cβ2, P1-P2-Cβ2-N2, and N1-Cβ1-P1-P2. (C) 

Perpendicular orientation. The relative orientation of both residues was preserved using the two angles Cβ1-

P1-P2 and P1-P2-Cβ2, as well the dihedral angle N1-Cβ1-P1-P2. (D) Twisted orientation. The relative orientation 
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of both residues was preserved using the two angles Cβ1-P1-P2 and P1-P2-Cβ2, as well as two dihedral angles 

Cβ1-P1-P2-Cβ2 and P1-P2-Cβ2-N2, and an additional dihedral angle comprising N1-Cβ1-P1 and one atom of the 

side of the aromatic moieties of the second residue. 

 

For initial configurations, we placed two pre-oriented amino acids with the functional groups facing each other 

in the simulation box at the respective distance. We used ACE/NME capping groups to avoid artificially 

charged N- and C-termini. We used Packmol237 and Packmol-Memgen238 to randomly place the needed 

amount of cations and anions in the simulation box to fit the concentration of the respective ionic liquid or 

salt solution. Additional cations or anions were added in the case of charged amino acids to ensure the 

neutrality of the system. The systems were then solvated using the OPC water model188, also using Packmol237. 

In all cases, periodic boundary conditions were used. The size of the systems is between ~16,000 to ~25.000 

atoms. All systems had at least a 12 Å distance between the residues and the box boundaries to prevent self-

interaction of the amino acids across the box borders. All hydrogen atoms of the structures were removed 

using the REDUCE program239 and reassigned with the program LEaP240 according to the Amber ff14SB 

library186, which is included in the AMBER18 program package241. The atomic partial charges and force field 

parameters were taken from the Amber ff14SB force field186. The preparation of the IL ions has been described 

before34. In short, the initial 3D structures were prepared using LEaP240 from AMBER18241. The initial 

structures were subjected to quantum mechanical (QM) geometry optimization using Gaussian 16242 at the 

HF/6-31G* level of theory243. The QM-optimized structures were used as starting structures for MD 

simulations. Atomic partial charges for IL were derived according to the RESP procedure189 (see Figure S15 

in ref. 34). The force field parameters for IL were taken from the general amber force field (GAFF)187. 

 

5.2 Molecular dynamics simulations 

The MD simulations were performed following ref. 244. For all thermalization and relaxation steps, the relative 

orientation of the amino acids was fixed. The systems were first subjected to energy minimization to eliminate 

steric clashes. Here, harmonic restraints with force constants of 10 kcal mol-1 Å-2 were applied to all residue 

atoms (excluding the ACE/NME caps) for 25000 cycles (20000 cycles steepest descent (SD) followed by 

5000 cycles conjugate gradient (CG) minimization). 

In the subsequent thermalization, the system was first heated from 0 K to 50 K over 25 ps in a canonical 

(NVT) MD simulation. The same harmonic restraints were applied as in the equilibration steps, and a time 

step of 1 fs was used. The temperature was then raised from 100 K to 300 K over 80 ps of isobaric-isothermal 

(NPT) MD simulations. Subsequently, the density was adapted to 1 g cm-3 over 10 ps of NPT-MD simulations. 

Finally, the system was relaxed over the course of six NVT-MD simulations with a total length of 400 ps with 

time steps increasing from 1 fs to 4 fs. Here, the harmonic restraints of the first and second residue were 

changed to 25 and 0 kcal mol-1 Å-2, respectively, and the relative orientations were switched on (see above). 

In all MD simulations, the particle mesh Ewald (PME) method245 was used to treat long-range electrostatic 
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interactions. The distance cutoff for short-range non-bonded interactions was set to 9 Å. Langevin dynamics 

were used with a time constant (τ) of 0.5 ps for heat bath-coupling to keep the system temperature at the target 

temperature of 300.0 K during the simulations. The Berendsen barostat246 was used for NPT ensembles. The 

SHAKE 247 algorithm was applied to all bonds involving hydrogens. To set up sixteen independent MD 

production simulations for each US window, starting velocities were assigned at random.  

US simulations were then performed in an NPT ensemble at 300.0 K with the Berendsen barostat246 for 10 ns 

using the AMBER18 package241. See above for the range of the reaction coordinate and the force constant of 

the US potentials. The SHAKE algorithm247 was applied to constrain bond lengths of hydrogen atoms. For 

efficient sampling, the hydrogen mass repartitioning strategy248 was applied, which allows a 4 fs-time step for 

the integration of Newton's equation of motions. Long-range electrostatic interactions were taken into account 

using the AMBER GPU implementation of the Particle Mesh Ewald (PME) algorithm245 with a distance cutoff 

for short-range non-bonded interactions of 9 Å and a charge grid size of 64 units for all dimensions. 

Coordinates were saved every 40 ps. Distances, angles, and dihedral values of the reaction coordinate and 

different restraints were saved every 0.5 ps. For further, more detailed information on all simulation 

parameters, we refer to the template input files for the thermalization and production runs provided in the SI. 

For default values used, please see the AMBER18 manual.  

The simulation results were post-processed using the fast, memory-efficient weighted histogram analysis 

method (WHAM)249 to generate 16 individual PMF profiles with a step size of 0.04 Å, resulting in 250 data 

points from 2.0 Å to 12.0 Å. All individual PMF profiles were anchored to a value of 0 kcal mol-1 at the final 

separation distance of 12.0 Å, i.e., the completely unbound state. The 16 individual PMF profiles were then 

used to compute the mean ± standard error of the mean, resulting in the final PMF profile shown in the main 

text. The significance of differences between PMFs at each of the 250 data points between water and aIL/salt 

solutions was assessed using the two-sided independent Student’s t-test. Results with p-values < 0.05 were 

considered significant.  

 

5.3 Trajectory analysis 

Structural analyses were performed with cpptraj250 from the AmberTools18 package241 on conformations from 

the US simulations. The following measures were evaluated: I) the root-mean-square deviation (RMSD) of 

all non-hydrogen atoms of the second residue after alignment to the first residue as a measure of structural 

similarity to the starting structure, and II) solvent density grids to display the locations of aIL interaction sites 

at the protein residues, using a grid spacing of 1 Å.  
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